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About this Guide
About Qualys

About this Guide

Welcome to Qualys Container Security! We'll help you get acquainted with the Qualys
solutions for securing your Container environments like Images, Containers and Docker
Hosts using the Qualys Cloud Security Platform.

About Qualys

Qualys, Inc. (NASDAQ: QLYS) is a pioneer and leading provider of cloud-based security and
compliance solutions. The Qualys Cloud Platform and its integrated apps help businesses
simplify security operations and lower the cost of compliance by delivering critical
security intelligence on demand and automating the full spectrum of auditing,
compliance and protection for IT systems and web applications.

Founded in 1999, Qualys has established strategic partnerships with leading managed
service providers and consulting organizations including Accenture, BT, Cognizant
Technology Solutions, Deutsche Telekom, Fujitsu, HCL, HP Enterprise, IBM, Infosys, NTT,
Optiv, SecureWorks, Tata Communications, Verizon and Wipro. The company is also
founding member of the Cloud Security Alliance (CSA). For more information, please visit
www.qualys.com

Qualys Support

Qualys is committed to providing you with the most thorough support. Through online
documentation, telephone help, and direct email support, Qualys ensures that your
questions will be answered in the fastest time possible. We support you 7 days a week,
24 hours a day. Access online support information at www.qualys.com/support/.


https://cloudsecurityalliance.org/
http://www.qualys.com/support/
www.qualys.com

Container Security Overview

Container Security Overview

Qualys Container Security provides discovery, tracking, and continuously protecting
container environments. This addresses vulnerability management for images and
containers in their DevOps pipeline and deployments across cloud and on-premise
environments.
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With this version, Qualys Container Security supports

- Discovery, inventory, and near-real time tracking of container environments
- Vulnerability analysis for images and containers

- Vulnerability analysis for registries

- Integration with CI/CD pipeline using APIs (DevOps flow)

- Uses new ‘Container Sensor’ — providing native container support, distributed as docker
image
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Concepts and Terminologies
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rrgETa | | |

Docker Engine

Public
Clouds

Premise

Docker Image

A Docker image is a read-only template. For example, an image could contain an Ubuntu
operating system with Apache and your web application installed. Images are used to
create Docker containers. Docker provides a simple way to build new images or update
existing images, or you can download Docker images that other people have already
created. Docker images are the build component of Docker.

An image is a static specification what the container should be in runtime, including the
application code inside the container and runtime configuration settings. Docker images
contain read-only layers, which means once an image is created it is never modified.

Image is tracked within Qualys Container Security module using Image Id and also a
unique identifier generated by Qualys called Image UUID.

Docker Registry

Docker registries hold images. These are public or private stores from which you upload or
download images. The public Docker registry is provided with the Docker Hub, Quay.lo or
from cloud providers like AWS ECR, Azure Container Registry or Google Container Registry.
It serves a huge collection of existing images for your use. These can be images you create
yourself or you can use images that others have previously created. Docker registries are
the distribution component of Docker.

Docker Containers

Docker containers are similar to a directory. A Docker container holds everything that is
needed for an application to run. Each container is created from a Docker image. Docker
containers can be run, started, stopped, moved, and deleted. Each container is an isolated
and secure application platform. Docker containers are the run component of Docker.

A running Docker container is an instantiation of an image. Containers derived from the
same image are identical to each other in terms of their application code and runtime
dependencies. But unlike images that are read-only, each running container includes a
writable layer (a.k.a. the container layer) on top of the read-only content. Runtime
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changes, including any writes and updates to data and files, are saved in the container
layer only. Thus multiple concurrent running containers that share the same underlying
image may have different container layers.

Containers are tracked within Qualys Container Security module using Container Id and
also a unique identifier generated by Qualys called Container UUID.

Docker Host

Hosts or servers running docker daemon and hosting containers and images. Qualys
tracks them as Host Assets, collects the metadata including IP address, DNS and other
attributes of the Host. A host in Qualys is identified by a unique identifier Host UUID. The
UUID is also stored in a marker file under /usr/local/qualys directory by the Agent or a
scan with authentication via a Scanner Appliance.
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Qualys Container Sensor

The new sensor from Qualys designed for native support of Docker environments. Sensor
is packaged and delivered as a Docker Image. Download the image and deploy it as a
Container alongside with other application containers on the host.

These are docker based, can be deployed on hosts in your data center or cloud
environments like AWS ECS, Azure Container Service or Google Container Service. Sensor
currently is only supported on Linux Operating systems like CentOS, Ubuntu, RHEL,
Debian and requires docker daemon of version 1.12 and higher to be available.

Since they are docker based, the sensor can be deployed into orchestration tool
environments like Kubernetes, Mesos or Docker Swarm just like any other application
container.

Upon installation, the sensor does automatic discovery of Images and Containers on the
deployed host, provides a vulnerability analysis of them, and additionally it monitors and
reports on the docker related events on the host. The sensor lists and scans registries for
vulnerable images. The sensor container runs in non-privileged mode. It requires a
persistent storage for storing and caching files.
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Currently, the sensor only scans Images and Containers, for getting a vulnerability
posture on the Host, you would require Qualys Cloud Agents or a scan through Qualys
Virtual Scanner Appliance. Currently doesn’t do inventory collection specific to
orchestration tools and identifies the nodes/slaves as just docker hosts.
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Get Started

Follow the steps to get started with Container Security.

Qualys Subscription and Modules required

You would require “Container Security” (CS) module enabled for your account.
Additionally, in order to get vulnerabilities for the hosts that run the containers, you
would need to enable Vulnerability Management (VM), either via Scanner Appliance or
Cloud Agent.

System support

Container Security supports these systems running Docker version 1.12 or later.
- Ubuntu

- Red Hat Enterprise Linux

- Debian

- CentOS

- MAC

- CoreOS

Deploying Container Sensor

Log into your Qualys portal with your user credentials. Select Container Security from the
module picker.

As a first time user, you'll land directly into the Getting Started page.

Contalmer Security

Want to scan images
in build, registry or
host? Expand a use
case to get to the
required steps

Get started with these use cases
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Get Started
Deploying Container Sensor

Go to Configurations > Sensors, and then click Add New Sensor to download the sensor tar
file. You can see various sensor types:

General Sensor: Scan any host other
than registry / build (CI/CD).
Q Registry Sensor: Scan images in a

registry (public / private).

General Sensor

CI/CD Sensor: Scan images on CI/CD
pipeline (Jenkins / Bamboo).

Registry Sensor

Running

:6d005

ler-sensor

a minute ago CI/CD Sensor

Created On: Sep 21, 2018

For Registry you need to append the install command with --registry-sensor or -r

For CI/CD you need to append the install command with --cicd-deployed-sensor or -¢

You are ready to install the container sensor

The container sensor is available as a docker image. You must install a sensor on every docker host.

Current sensor version: 1.2.0-181
Size: 77.14 MB
Hash-SHA: 9672497cc48f94de012fedcb41d5eb2a7d0b7¢9¢7d4952d30a5bb50c10e35e57

Docker requirements on the host
Minimum required docker version: 1.12.0
Disk space: 1 GB persistent storage

Steps to install the container sensor

Download the container sensor

A tar file containing the sensor docker image and the install script will be downloaded. QualysContainerSensor.tar.xz +

Run the following commands to install the sensor. The sensor is pre-configured to connect to the Qualys Cloud Platform.

Copy and paste

sudo tar -xvf QualysContainerSensor.tar.xz

sudo mkdir -p /usr/local/qualys/sensor/data

sudo ./installsensor.sh Activationld=799137f2-8440-49ef-ad63-8e51f96105f1 Customerld=92a3a277-60c2-4a41-8053-a6d480ccf8dc Storage=/usr

/local/qualys/sensor/data -s

More Instructions

Download the QualysContainerSensor.tar.xz file and run the commands generated
directly from the screen on the docker host. Note the requirements for installing the
sensor, the sensor needs a minimum of 1 GB persistent storage on the host.

A quick overview of the “installsensor.sh” script command line parameters options:

- Activationld : Activation Id for the container sensor, auto-generated based on your
subscription.

- Customerld : Qualys subscription’s customerld, auto-generated based on your
subscription.

11
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- Storage : Directory where the sensor would store the files. Default:
/usr/local/qualys/sensor/data. Create it if not already available or you can specify a
custom directory location.

- ImageFile : Location of the Sensor ImageFile, defaults to the local directory [Optional]
- LogLevel : Configuration to set the logging level for sensor, accepts 0 to 5 [Optional]

- HostldSearchDir : Directory to map the marker file created by Qualys Agent or Scanner
appliance on the host, update if modified [Optional]

- CpuUsageLimit : CPU usage limit in percentage for sensor. Valid range is in between 0-
100 [Optional]

- ConcurrentScan : Number of docker/registry asset scans to run in parallel [Optional]
- Proxy : IPv4/IPv6 address or FQDN of the proxy server [Optional]
- ProxyCertFile : Proxy certificate file path [Optional]

ProxyCertFile is applicable only if Proxy has valid certificate file. If this option 1s not
provided then Sensor would try to connect to the server with given https Proxy
settings only.

If only ProxyCertFile is provided without Proxy then Sensor would simply ignore the
ProxyCertFile and it would try to connect to the server without any https proxy
settings.

- --silent or -s : Run installsensor.sh in non-interactive mode [Optional]

- --disable-auto-update : Do not let sensor update itself automatically [Optional]
- --cicd-deployed-sensor or -¢ : Run Sensor in CI/CD environment

- --registry-sensor or -r : Run sensor to list and scan registry assets

- --enable-console-logs : Print logs on console. These logs can be retrieved using the docker
logs command.

For more information on installing the registry sensor, see Registry Scanning.

For information on deploying the sensor in CI/CD environments, MAC, and various
orchestrators and cloud environments, see the Appendix.

Proxy Support

The install script asks for proxy configuration. You need to provide the IP Address/FQDN
and port number along with the proxy certificate file path. For example,

Do you want connection via Proxy [y/N: vy
Enter Htps Proxy settings [<IP Address>:<Port #>]: 10.XXX.XX.XX: 3XXX

Enter Htps Proxy certificate file path: /etc/qualys/cloud-
agent/cert/ca-bundle.crt

12



Get Started
Sensor network configuration

Your proxy server must provide access to the Qualys Cloud Platform (or the Qualys Private
Cloud Platform) over HTTPS port 443. Go to Help > About to see the URL your hosts need to
access.

Sensor network configuration

The sensor is pre-configured with the Qualys URL and the subscription details it needs to
communicate to. In order for the sensor to communicate to Qualys, the network
configuration and firewall needs to provide accessibility to Qualys domain over port 443.

After successful installation of the Sensor, the sensor is listed under Configurations >
Sensors where you can see its version, status, etc. and access details.

Container Security DASHEDARD ASSETS EVENTS  CONFIGURATIONS Qualys Demo (quays_qd)

Configurations Sensors

Q

Download sensor 1-10f 1
SENSOR = VERSION STATUS LAST CHECKED-IN HOST
Taae1496e5f5 1.0.0-240 Running a minute ago gwbgadocker2
Qualys-Container-Sensor 10.11.61.54
N0 REMAINING FILTERS Created On: Oct 13, 2017

Additionally, you can Download the sensor from the link under Configurations > Sensors.

13



Securing Container Assets
Asset Inventory

Securing Container Assets

Asset Inventory

Upon installation of the sensor, it automatically scans the host for the images and
containers that are present on the host. The inventory and the metadata of the inventory
is pushed to Qualys portal.

Dashboard

Container security application provides out-of-the box default Security Overview
Dashboard providing summary of inventory and security posture across container assets.

The default dashboard provides

- An inventory list of Images, Containers and the Sensors
- Vulnerability summary for all of the images

- Vulnerability summary for all the containers

- Events and their trend over the last 24 hrs

- Listing of the most popular Images and Containers by Labels

Asset Details

Assets tab list the Images and Containers discovered along with their metadata
information like ports, networks, services, users, installed software, etc. The assets are
listed along with their associations like associated containers and hosts for an image,
other containers from the same parent image. Users can search for images and containers
based on their attributes.

14
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Image Details

Container Security DASHBOARD ASSETS EVENTS CONFIGURATIONS Qualys Demno (quays_qd)

Assets Containers

22 1-220f 22

Total Images

REGISTRY REPOSITORY CREATEDON +  TAGS CONTAINERS VULNERABILITIES
docker io python Oct 14,2017 | ELE 1 17
Image Id: aSdfce270bas On Hosts: 1 ——
LABELS
docker.io postgres Oct 14,2017 | Istest 1 3
23 5 Image Id: 190895801128 On Hosts: 1 —_—
CheckOutApp 5 dockerio nginx Oct 14,2017 | RAE 2 0
Image Id: 2063eB411Bde On Hosts: 1
GPLY2 3
¥ Smore docker.io mongo Oct 14,2007 EL 0 0
Image Id: ccch67b28042 On Hosts: 1
REGISTRY
quay.io:5555 centos? 0ct 14,2017 ] tatest 1 5
docker.lo 15 Image I 1cddeBacdSTa On Hosts: 1  —

Clicking View Details in the Quick Actions menu for an image in the Assets > Images tab,
displays comprehensive information about the image.

¢« Image Details: ruby

View Mode Summary

Quick Summary of the Image
Summary

Image Informatian

Tag: I latest Registry Name:
Associations

Slze: 828.54 MB Repository Name: ruby
Installed Software Decker Version: 17.06.2-ce

Vulnerabilities

Layers

Vulnerabilities Assoclated Containers

0% Confirmed 3 a3% Running 3

40% Potential 2 14% Stopped 1
43% Paused 3

—— ——

You can view detailed information about that image, its associations with containers,
rogue containers, and hosts. Installed Software panel displays software having
vulnerabilities, and for which fixes (patches) are available. You can view the vulnerability
information such as confirmed vulnerabilities, potential vulnerabilities with their severity.
You can view the age of a vulnerability. The age value is displayed in days. Age is
calculated from the point Qualys published the vulnerability. The Layers panel displays a
list of layers the image is made of.

15
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Container Details

Container Security -

DASHBOARD ASSETS EVENTS CONFIGURATIONS CQualys Demo (quays_gd)

vulnerabilities.severity:"Severity 3"

7 1-70f7

Total Containers
CONTAINER CREATEDON ~ HOST STATE LAST SCANNED VULNERABILITIES
peaceful_lichterman 0et 13,2017 gwbgadocker2 RUNNING 2 days ago 2
Id: De63991ele3d 10.11.61.54 2 doys ago L | —
LABELS =
trusting_kowalevski 0ct 13,2007 gwbgadocker2 RUNMING 2 days ago 2
fapttminé1hmartid.. 3 Id: 459b64f96dba 10.11.61.54 2 days ago =  —
demoapplicationshq 3 upbeat_jennings 0ct13,2017 qwbqadocker2 RUNNING 2 days ago 1
1d: 29213¢950504 10.11.61.54 2 doys ago —
CheckOutApp 3
% 14 more agitated_lewin 0e113, 2017 gwbgadocker2 STOPPED & month ago 2
Id: eabafd6bd7ec 10,11.61.54 a month ago L =
VULNERABILITIES y
demoapplicationshg_d... Oct13, 27 gwhgadocker2 RUNNING 2 days ago 3
Severity 4 1 Id: 166551d0cTd1 10.11.61.54 2 days aga e e—

Clicking View Details in the Quick Actions menu for a container in the Assets > Containers
tab, displays comprehensive information about the container.

& Container Details: ar

View Mode
Summary

Quick summary of the Container

Summary

Container Details

Network
AT~y —
Services/Users @ Rogue - als State : PAUSED
Container Id : 6fd7i3be2BE Duration : a month ago
Installed Software
Assoclations
Vulnerabilties Vulnerabilities Asgsociated Containers
0% Confir s0% Running 3
0% Pote 17% Stopped 1
3 Pausged 2
—

You can view detailed information about that container, its associations with an image,
rogue containers, and hosts. Installed Software panel displays software having
vulnerabilities, and for which fixes (patches) are available. You can view the vulnerability
information such as confirmed vulnerabilities, potential vulnerabilities with their severity.
You can view the age of a vulnerability. The age value is displayed in days. Age is
calculated from the point Qualys published the vulnerability. Services/Users panel
displays the list of services available in the container and users associated with the
container.

Container “State” is updated based on the docker events (exec_start, kill, destroy, stop)
that Qualys Sensor reports to Qualys Cloud Platform.

16
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Host Details

Access the details page for a host from the Sensor details page. Asset Details view displays
information about the host on which the sensor is deployed. Besides system, network, and
port information, the Asset Details view also displays a list of software installed on the
host, vulnerabilities present, certificates, and Threat Protection RTIs (when Qualys TP app
is enabled). Container Security panel shows all containers installed on the host, their
status, and the images from which the containers are spawned.

« Asset Details: cloudagent

VIEW MODE Container Summary ABOUT

Docker Version:
CONTAINERS BY STATUS CONTAINERS BY TOP § & 17.12.0-ce
VULNERABLE IMAGES
262
W PAUsED 2 &
NHING 79 4 Details
4
Open Parts ™ 177 17.12.0-ce
Installed Software 262
a0
weurity
Sensor Information
IMAGE DISTRIBUTION
= ?.J.I ntainer 10 c2f762¢d9c26
W Total images o UNENOWHN

Tatal images

1.2.0-155

Vulnerability scanning of Docker Images

The docker images are scanned to check the presence of any vulnerabilities by the Qualys
container sensor. The vulnerabilities panel in Image Details provides a list of
vulnerabilities with Severity along with their QIDs. Select Show Patchable Vulnerabilities

to view vulnerabilities with available patches.

17
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Qualys scans the docker images for vulnerabilities not through static analysis but via a
non-static method, where it looks at the Image as a complete entity. This process is more
effective and has lesser false positives (FP) than the more commonly used Static Analysis.

& Image Details: node

View Mode Vulnerabilities

Summary .

Image Information Sev5 « Sevd v Sevd v Sev: « Seyl « Show Patchable Vulnerabilities

Associations

Installed Software [e} =

VULNERABILITIES BY SEVERITY

—
Sov
of 4

38510 CA Agent Discloses Exact ... HE 4600 Days

a month aga
IBT26 OpenSSH Username Enum... CVE-2018-15473 48 Days

a month ago
121328 Linux Kernel libceph Autho... CVE-2013-105% 1893 Days

Docker Images are found distributed across the environment from developer laptops,
build systems, Image Registry to being cached on the docker hosts running Containers. To
scan for vulnerabilities you would need the Container Sensor deployed on the host asset.

To get an inventory of the images and scan them for vulnerabilities, deploy the container
sensor on the host. Refer to Deploying Container Sensor for the install instructions and
system requirements.

On the local host or laptops

To get an inventory of the images and scan them for vulnerabilities, deploy the container
sensor on the local host. Refer to Deploying Container Sensor for the install instructions
and system requirements

To deploy the Sensor on the Mac laptops, there are additional install steps - follow the
instructions in the Appendix. See Installing the sensor on a MAC.

Upon Installation the sensor automatically detects the images, and provides -inventory
and vulnerability scans of the image.

In the CI/CD pipeline

Doing a complete check of vulnerabilities in an image during the build time ensures a lot
cleaner operating environment. Qualys Container Security provides a plugin for Jenkins
and Bamboo to get the vulnerability analysis of images in the build environment. If you
are using other tools you can use the REST APIs available to perform vulnerability analysis
on the images.

To start, deploy the Container Sensor on the Build host where the images are being
created. The sensor upon install would automatically trigger a vulnerability analysis of
the new images found. Use the API or the plug-in to look for vulnerabilities in the Images.

18
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If you are in Jenkins or Bamboo environment, the plug-in would provide detail list of the
vulnerabilities and its details directly within the plug-in, you could optionally access your
Qualys subscription to view the full report.

In the Registry

Currently, the Qualys Container Sensor doesn’t automatically poll or pull images to do an
analysis. Rather you would be needed to deploy the sensor on the host that is configured

to pull images from the registry. Either manually or via a cron pull the new images to the

host. The sensor does an automatic analysis as soon as it finds a new image. Use the APIs
or the Qualys portal to query for the vulnerabilities identified.

Vulnerability scanning of Docker Containers

The containers are scanned to check the presence of any vulnerabilities within the
containers. The Vulnerabilities panel in Container Details provides a list of vulnerabilities
with Severity along with their QIDs. Select Show Patchable Vulnerabilities to view
vulnerabilities with available patches.

« Container Details:

) Vulnerabilities
Vlstnde Galect the 5 prity v " like t

Comtainer Details “ Rogue Sev5 ~ Sevd Sevd ~ Sev2 ~ Sev1 ~ Shaw Patchable Vulnerabilities

o} =
VULNERABILITIES BY SEVERITY
3 S
1 of 7
370845 Linux Kernel 'drivers/sesi/libsas/sas... CVE-2018-7757 182 Days -
9 hours ago
38510 CA Agent Discloses Exact Operating... [l 4605 Days -

9 hours ago

Good to know!

Rogue Containers are those which contain vulnerabilities or software, not found in the
image from which the container is spawned.

Rogue Vulnerabilities are classified as either New, Fixed or Varied. New are those which
are newly found on the containers, but were not present in the image from which the
container is spawned. Fixed, are the vulnerabilities that are not found in the container but
in the image. Varied, are the vulnerabilities that are found in both Containers and Images
but the detection varies between them.

Rogue Software are classified as new or removed. New, software which are found in the
Container but not in the image from which the container is spawned. Fixed, Software not
seen in the Container but is present in the parent Image.

19
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Vulnerability scanning of Docker Hosts

Container Security Sensor scans Images and Containers for vulnerabilities, and not the
actual host machine. You can scan the host via Scanner Appliance or Cloud Agent.
Configurations required on the host for using the Cloud Agent are independent of the
Sensor. For example, proxy configuration.

Working with Events

The Events tab displays a log for all activities that you perform on the images and
containers installed on the host. These activities could be tagging of images, create,
destroy or commit containers. The events list displays the timestamp of the event along
with the event ID, type, and the host on which the activities took place.

Container Security DASHBOARD ASSETS EVENTS CONFIGURATIONS Qualys Demo (quays_qd)

Events

Last 30 Days

360

Total Events
- - L. .- L .II - I...I
100ct 120t 14O WOt Z20ct 26000 WOct 300t TMov  3Now  SNov  BMov  BNov
DOCKER EVENTS 1- 50 of 360
exec_stan 163
TIMESTAMP * (] EVENT MESSAGE TYPE TARGET
exec_create 163
2 days ago = 1 [ iner d hq_visualiz,, exec_create gwbgadocker2
create 10 Nov 07, 2017 Imageid: BdbiTch0cfER 10.11.61.54
¥ Smore 2 M " " +
2 coys ago = 1 c PP qvisualiz.. exec_stort qwbgadocker?
Nev 07,2017 imageld: Bdbf7c60ciBR 10.11.61.54
TYPE
= 4 Contal kowal reated
CONTAINER a7 || 2dmso B 4Mnsivade iner trusting kowalevski C oxec_create awbqadocker2
Mov 07, 2017 Imageld: 42e262dc0845 10.17.61.54
IMAGE 3 2
2 days ago = b trusting_ Started exec_start gwbgadocker2
Nov 07,2017 Imageld: 42e262dc0845 10.11.61.54
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Registry Scanning

Registry images are scanned to check the presence of any vulnerabilities by the Qualys
container sensor. You can scan public and private registries for vulnerable images. Public
registries are those hosted on cloud providers such as amazon, azure or google. Private
registries are on-premise such as those hosted using artifactory or nexus.

Docker host requirements

As a prerequisite you must install the registry sensor on a docker host which has access to
the registry to pull images to scan.

Docker host configuration
Docker version - 1.12 or later.

Disk space on docker host - Minimum 20 GB of free space on the partition where docker is
installed. This is required to scan registry images. Additionally, 1 GB of free space is
required for persistent storage.

Connectivity - Docker host should have connectivity to the Registry to be scanned.
To validate connectivity, perform a successful docker login from the host to the Registry.

docker login <registryurl> (No protocol)

For Example,

docker login nyregistry.com 5001

Installing Registry Sensor

To download the sensor, simply go to Configurations > Sensors, click Add New Sensor and
then select Registry Sensor.

You need to append --registry-sensor or -r to the sensor install command to install the
sensor for registry scan.

DASHBOARD ASSETS EVENTS CONFIGURATIONS

ECUEE integrations

Q

Add New Sensor v

General Sensor

Registry Sensor
Unknown

1.1.0-6
21 days ago CI/CD Sensar j1368f

ler-sensor Update Available
Created On: Sep 07,2018
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Registry Scanning
Adding a new registry to scan

You need to add a registry in order to scan it for vulnerabilities. Go to Assets > Registries,
and click New Registry. Ensure that registry sensor deployed on the docker host is in
running state.

Images Containers

DASHBOARD ASSETS EVENTS CONFIGURATIONS

Registries

Running

Running

New Registry

https:#/art-hg.intranet.qualys.com:5002 20

Last Scanned on: Oct 01, 2018

https://art-hq.intranet.qualys.com:5001 630

Last Scanned on: Oct 01, 2018

In order to perform vulnerability analysis you need to connect to the registries using
credentials. You need different types of credentials to connect to different registries.
Credential types supported are Token, BasicAuth, DockerHub, AWS.

« Create New: Registry

Step 1 0f 2

Y Hegiatry Informaticn

Registry sensor required
Ensure that a egistry sensor is deployed on & docker host which has scoess i the regestry 1o pull
mages b scan

Registry Information

- Select public
- or private
registries

Masthentication

22

Registries can b public of private.
Iherse beated e S providers i
or googhe. Private regisiries ans on-premise such
hosted using artifaciory of newus.

You need diffener types of credentials 10 conmect 1o
ferent registries. Credential types supported are Token,
DasicAuth, Dockerbiub, AWS




Registry Scanning
Creating a registry scan schedule

For AWS ECR, you can create a connector to connect to your AWS account.

+ Registry Type: AWS Connector

Connector Details

1. Log in o Amaznn Weh Services (4WS) Console

2100 to the LM service.

& Craste Rcke

ol trustind entty” choses Another AWS accoust

& Paste in the Cuslys AWS Account 10 {Irom connector detads)

. Select Requics sxternal 1D s paste in the Extemal © o
connmctor detads)

£, Chick Next: Parmisshons

" and

ehack b next b 2

ot . CrasbysClouevimitols) ard click Craats rols

Specity cross account ARN 7. Chck on the roke you just craabed to veew detads. Copy the Roke ARN
et o . walue and paste it into The connector detads.

Creating a registry scan schedule

You can choose to scan immediately (On Demand scan) or on an ongoing basis (Automatic
scan).

& Create New: Registry On Demand scan
. allows you to
f—— Scan Settings e scan repositories

Scan immediately

o " or on schedule as well as specific
s " e Skt o o e e 1 images within
oot san setog psiers o those repositories.

With Automatic

scan, you can
scan entire
repositories at a
set time every
day.

Scan star time

Scan every day ot 3139pm

Note: You must provide the full repository path up till the last sub-directory containing
the images you want to scan.

Tip: The following command helps you to get a list of full repository names that are part of
a registry.

curl -u <usernane>: <password> https://<registry-url>/v2/ _catal og
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Viewing vulnerable registry images

Once you connect to the registry, Container Security pulls the inventory data and
performs vulnerability scans on repositories and images within the registries.

Vulnerable images are listed on the Images tab.

Assets Images

Q

1-340f 34

dockregtest0l. eng.sicOl.qu  aristotle Ausg 06, 2018 | cenos 3 8
Image id: 51829677201 . On Hosts: 1 e —
7 dockeria redis Aug 04,2018 | tstost 1 2
3 Image id: 4eidt o 1 L —
a. 3
3 dockeria cassandra Aug 02,2018 | totest 1 3
2 im 0SsbbShble7 o 1 . -
- - Jul 31,2008 = 0 7

Imag: 1 - —
24 dockeria httpd Jul 31,208 | tstes 1 3
M Image Id: 114268101182 o 1 ] —
2 : -
" docketio consul Jul 30,2018 [ 1otest 1 7

I ABbaIIET0e9! On M 1 —

To get the total count of vulnerable images in a registry, go to Registries tab, and click
View Details in the Quick Actions Menu of a registry. The Scan Jobs panel shows a list of
schedules created for scanning the registry.
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Accessing the APIs
All features of Container Security are available through REST APIs.

Equivalent Rest API request for each tab is provided on the Ul

Container Security APIs

ASSETS EVENTS CONFIGURATIONS Mansi Jagtap (quays_ma)

Click here for —
Rest APl », ~ —
0-00of O \'
i
Equivalent REST request '

This is the REST request for this list.

curl -k -X GET -u <username>:<password> "https://qualysguard.p24.eng.sjc@l.qua
lys.com/csapi/vl.1/images?pageNumber=18&pageSize=50&sort=created¥3Adesc’

Close Rest Reference

Accessing the APIs

Click Rest Reference to launch the Swagger Ul, where you can try out the Rest APIs.

12 swagger Container Security APIs V1.1 (v2/api-docs?group=Container Secunty APIs V1.1) » Authorize Explore
Container Security APls
All features of the Container Security are available through REST APls,

Access support infermation at www.qualys.com/support/

Permissions:

User must have the Container module enabled

User must have AP| ACCESS permission

Created by info@qualys.com

Container : APls to perform tasks on containers present on docker hosts

Event : APls to fetch information about activities performed on images and containers on docker hosts.

Image : APls to perform tasks on images present on docker hosts
Registry : APls to perform tasks on registries

Sensor : APls to perform tasks on sensors deployed in your environment
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Where’s the API documentation?
You can directly access the Swagger Ul from the following URL

https://<Qual ysURL>/ csapi / swagger - ui . ht m

For example, if your account is on US Platform 2

htt ps://qual ysguard. qg2. apps. qual ys. com csapi / swagger-ui . ht m

Do | need to Authenticate?
Authentication to the Qualys Cloud Platform is necessary before you try out the APIs.

Simply, click Authorize and provide the user name and password. You can now try out the
APIs!

Permissions required to use APIs
- User must have the Container module enabled

- User must have API ACCESS permission

Qualys Platform URL to use

Qualys maintains multiple platforms. The Qualys platform URL that you should use for
APl requests depends on the platform where your account is located.

Account Location Platform URL

Qualys US Platform 1 https://qualysguard.qualys.com

Qualys US Platform 2 https://qualysguard.qg?.apps.qualys.com
Qualys US Platform 3 https://qualysguard.qg3.apps.qualys.com
Qualys EU Platform 1 https://qualysguard.qualys.eu

Qualys EU Platform 2 https://qualysapi.qg2.apps.qualys.eu
Qualys India Platform 1 https://qualysguard.qgl.apps.qualys.in
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List of Container Security APIs

Here is the list of the APIs we currently support:

API Objective Operator  API Path

Container

Show a list of containers in GET /csapi/v1.1/containers

your account

Show details of a container GET /csapi/v1.1/containers/{containerlid}
Show software installed on a GET /csapi/vl.1/containers/{containerld}/software
container

Show vulnerability details fora GET /csapi/vl.1/containers/{containerld}/vuln
container

Show vulnerability count fora  GET /csapi/v1.1/containers/{containerld}/vuln/count
container

Delete containers in your DELETE  /csapi/vl.l/containers

account

Event

Show a list of events in your GET /csapi/vl.1/events

account

Image

Show a list of images in your GET /csapi/vl.1/images

account

Show details of an image GET /csapi/vl.1/images/{imageld}

Show associations for an image GET /csapi/v1.1/images/{imageld}/association
Show software installed on an ~ GET /csapi/vl.1/images/{imageld}/software
image

Show vulnerability details for ~ GET /csapi/v1.1/images/{imageld}/vuln

an image

Show vulnerability count for GET /csapi/vl.1/images/{imageld}/vuln/count
an image

Delete images in your account DELETE  /csapi/v1.1/images

Registry

Show a list of registries in your ~GET /csapi/vl.1/registry

account

Show details of a registry GET /csapi/vl.1/registry/{registryld}

Fetch AWS account ID and GET /csapi/vl.1/registry/aws-base

External ID for your account

Show a list of AWS connectors  GET /csapi/vl.1/registry/aws/connectors

in your account

Show a list of AWS connectors ~ GET /csapi/vl.1/registry/aws/connectors/{accountld}

for an AWS account ID
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Create new AWS connector POST /csapi/vl.1/registry/aws/connector
Validate information for new POST /csapi/vl.1/registry/validate

registry

Create a new registry POST /csapi/vl.1/registry

Update existing registry inyour PUT /csapi/vl.1/registry/{registryld}

account

Show a list of repositoriesina  GET /csapi/vl.1/registry/{registryld}/repository
registry

Show a list of schedules GET /csapi/vl.1/registry/{registryld}/schedule
created for a registry

Create a new registry scan POST /csapi/vl.1/registry/{registryld}/schedule
schedule

Update existing registry PUT /csapi/vl.1/registry/{registryld}/schedule/
schedule in your account {scheduleld}

Delete registry in your account DELETE  /csapi/v1.1/registry/{registryld}

Delete multiple registries in DELETE  /csapi/v1.1l/registry

your account

Delete registry schedule in DELETE  /csapi/v1.1/registry/{registryld}/schedule/
your account {scheduleld}

Delete multiple registry DELETE  /csapi/vl.1/registry/{registryld}/schedule/
schedules in your account

Sensor

Show a list of sensors in your ~ GET /csapi/vl.1/sensors

account

Show details of a sensor GET /csapi/vl.1/sensors/{sensorld}

Delete sensors in your account DELETE  /csapi/v1.1/sensors

In the API response,

associatedContainersCount shows count of containers in RUNNING or STOPPED state.

associatedHostsCount shows count of hosts where Qualys sensor AND the image is

installed.

API Samples

Sample 1 - Get list of currently running containers in your account

Sample 2 - Get details for container ID d52b37423ce5

Sample 3 - Show a list of events occurred between 2 Jan 2019 and 3 Jan 2019
Sample 4 - Show images with severity 5 vulnerabilities

Sample 5 - Create registry
Sample 6 - Create AWS connector for registry
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Sample 7 - Delete sensors in your account
Sample 8 - Delete images in your account
Sample 9 - Delete multiple registries (bulk delete) in your account

Sample 1 - Get list of currently running containers in your account
/csapi/v1.1/containers

[GET]

Input Parameters:

Parameter Description

filter Filter the containers list by providing a query using
Qualys syntax. Refer to the “How to Search” topic in the
online help for assistance with creating your query.

pageNo (Required) The page to be returned. Page numbers start
with 1.
pageSize (Required) The number of records per page to be

included in the response.

sort Sort the results using a Qualys token. For example
cr eat ed: desc. Refer to the “Sortable tokens” topic in
the online help for more information.

API request:

curl -X GET --header 'Accept: application/json' --header

"Aut hori zation: Basic cXVheXNf dWE1OnFhdGVt cDEyMnv=="

"https://<Qual ysURL>/ csapi/vl. 1/ cont ai ner s?pageNo=1&pageSi ze=50&s0
rt=creat ed¥8Adesc’

Response:
{

"data": [
{
"imagel d": "4ab4c602aabe",
"created": "1545223164000",
"sha":
"d1f 7cccee5f 36b3944056851a00403f e6e18e1aa9b727640712b124f 20de0791

"uui d": "969e28b3- aa9d- 3377-89bb- c475a4f 92c8e",

"name": "conpetent fermat",
"host": {
"sensor Uui d": "054ael100-b243-4a28- a9db- eb9b0b605f f 8",
"host nanme": "docker2",
"i pAddress": "10.115.74.187",
"uuid": null
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b,

"state": "STOPPED',

"imageUui d": "f1b0cllf-cebl-32a9-9186-04b06842d360",
"containerld": "dlf 7ccceebf 3",

"st at eChanged": "1545223413425",

"| ast Scanned": nul |,

"vul nerabilities": {

"severity5Count": 4,
"severity3Count": 1,
"severity4Count": O,
"severitylCount": O,
"severity2Count": 2
}
I
{

"imagel d": "16508e5c¢265d",
"created": "1540449432000",
"sha":
"81031b661db4b9da51df 4d5731b9675704c0f 4875002510e7318a5b8c1131b34

"uui d": "46al4dilf-1f 94- 30c5- aaf 4- 5088c22a0f 59",

"nanme": "dazzling_ leavitt",

"host": {
"sensor Uui d": "74a2e7b2-9cd9- 4433-b6db- e0d8ddd160a5",
"host nanme": "docker1",

"i pAddress": "10.115.74.188",
"uui d": "69c6aada- 10a3- 434b-92a9- 7cf f 4e0470d4"
},
"state": "CREATED',
"i mageUui d": "6fc320al- be65- 30f 4- bc6b-f 940f 87515¢c0",
"containerld": "81031b661db4",
"st at eChanged": "1540449432366",

"| ast Scanned": nul I,
"vul nerabilities": {
"severity5Count":
"severity3Count":
"severity4Count":
"severitylCount":
"severity2Count":

P ONPRO

“count": 20
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Sample 2 - Get details for container ID d52b37423ce5
/csapi/v1.1/containers/{containerld}

[GET]

Parameters list:

Parameter Description

containerld Specify the container ID of a specific container in the
user’s scope.

APl request:

curl -X CET --header 'Accept: application/json' --header
" Aut hori zation: Basic cXVheXNf dnE3OnFhdGvt c DEy Ma=="
"https://<Qual ysURL>/ csapi/vl. 1/ cont ai ners/ d52b37423ce5'

Response:

{
"port Mappi ng": null,
"imagel d": "5182e96772bf",
"created": "1543906019000",

"l abel": [

{
"key": "org. | abel -schema. nane",
"value": "CentOS Base | mage"

}l

{
"key": "org.label -schema.license"
"val ue": "GPLv2"

}1

{
"key": "org.l abel -schenma. schema-versi on",
"val ue": "1.0"

}1

{
"key": "org. | abel -schema. vendor",
"val ue": "Cent OS"

}l

{
"key": "org. | abel -schena. bui | d-date",
"val ue": "20180804"

}

] 1
"uui d": "df e980eb-6963- 343e- 8f 1d- dd399322caf 6",
"sha":
"d52b37423ce5ab70f 0e47e8689f bb71ae7a4411ba7c982ad899a780b8205ce2e"
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"privil eged": false,
"sensor Uui d": "6bb7b4d8-f 3b7-4f 37-888c-084d226e7d20",
"path": "/bin/bash",
"i mageSha":
"5182e96772bf 11f 4b912658e265df e0db8bd314475443b6434ea708784192892"

"macAddr ess": ,
"custonmerUui d": "92a3a277-60c2-4a41-8053-a6d480ccf 8dc",

"ipvd": null,

"ipv6e": null,

"name": "festive_wozniak",

"host": {
"sensor Uui d": "6bb7b4d8-f 3b7-4f 37-888c-084d226e7d20",
"host nane": "docker1",

"i pAddress": "10.115.74.188",
"uui d": "186a40e0- b06e-44d4- ac16-e719a0e04f 96"
1
"state": "STOPPED',
"i mageUui d": "10837ba6- 7717- 3be8- b288-f 98b364c78ec”,
"containerld": "d52b37423ce5",
"st at eChanged": "1543908325849",
"hostnane": nul |,
"services": null,
"users": null,
"operatingSystent: null,
"l ast Scanned": nul |,
"“environment": [

"PATH=/ usr/ | ocal / sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin
1,
"argunments": null,
"command": "/bin/bash",
"rogue": null,
"vulnerabilities": null,
"softwares": null,
"i sRogue": false
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Sample 3 - Show a list of events occurred between 2 Jan 2019 and 3 Jan 2019
/csapi/vl.1/events

[GET]

Parameters list:

Parameter Description

filter Filter the containers list by providing a query using
Qualys syntax. Refer to the “How to Search” topic in the
online help for assistance with creating your query.

pageNo (Required) The page to be returned. Page numbers start
with 1.
pageSize (Required) The number of records per page to be

included in the response.

sort Sort the results using a Qualys token. For example
event Occurred: desc. Refer to the “Sortable tokens”
topic in the online help for more information.

fromDate Show events logged after a certain date and time.
Supports epoch time / unix timestamp.

toDate Show events logged until a certain date and time.
Supports epoch time / unix timestamp

API request:

curl -X CET --header 'Accept: application/json' --header

" Aut hori zation: Basi c cXVheXNf dWELOnFhdGvt c DEy Mv=="

"https://<Qual ysURL>/ csapi/vl. 1/ event s?pageNo=1&pageSi ze=50&sort =e
vent Cccur r ed¥BAdesc&f r onDat e=1546387200&t oDat e=1546473600'

Note: fromDate and toDate contain equivalent epoch time for 2 Jan 2019 and 3 Jan 2019.

Response:

{
"data": |
{

"containerUui d": "3a222e05- a9f a- 372d- b83b- 18ef 624ec45e",
"imagel d": "b7e6c3064562",
"event Cccurred": 1546435553527,
"cont ai ner Sha":

"eda31f 44ca6096d834bf f 6e263aca74f 841e20dc56c9bb76f de6d02500c38cf 9"

"uui d": "bd86789e-ef 47-31cbh-98ee-f09dclldb5a9",
"sensor Uui d": "054ael00- b243-4a28- a9db- eb9b0b605f f 8",
"i mageSha":
"b7e6c30645628165ccd3cde23d0d4a904d464dbeabcbaf 419d234755da61b7f 1"
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"custonerUui d": "d31880f 5- 0Oe9e- 7f 8c- 81f b- 6305588351f 2"

"host": {
"sensorUui d": "054ael100- b243-4a28- a9db- eb9b0b605f f 8"
"host nane": "docker2",
"i pAddress": "10.115.74.187",
"uui d": nul
b
"event": "exec_die",

"type": "CONTAI NER',

"context": null,

"nanme": "jolly_chaplygin",

"containerld": "eda3lf44ca60",

"category": "DOCKER',

"i mageUui d": "30bcf593-ffae-3620-bcf6-ddab50529482"

"cont ai ner Uui d": "4812ae55-8896- 37ab- 99a2- f bb434deccch”,
"imagel d": "93c55587b0a5"
"event Cccurred": 1546421599169,
"cont ai ner Sha":
"33al5bal8528ece779f 1f 3e2ee342b938aab84alf 10e16356bcab70ccl1a3f 11"
"uui d": "8c523868-f401-3036- 8568- aB8e8600af 488",
"sensor Uui d": "054ael00-b243-4a28- a9db- eb9b0b605f f 8"
"i mageSha":
"93c55587bh0a54b626b6bedcf 34a77387da69a21612ce823b69a11066f 9dce90a”

"cust onmer Uui d": "d31880f 5- 0e9e- 7f 8c- 81f b- 6305588351f 2"

"host": {
"sensorUui d": "054ae100- b243-4a28- a9db- eb9b0b605f f 8"
"host nane": "docker2",
"i pAddress": "10.115.74.187",
"uui d": nul
b
"event":. "exec_start",
"type": "CONTAI NER',
"context": "sh ",
"name": "rogue-container"

"containerld": "33al5bal8528",
"category":. "DOCKER',
"i mageUui d": "3fe02a98-36¢f-317b-8e76-89a012¢c37235"

"count": 53
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Sample 4 - Show images with severity 5 vulnerabilities
/csapi/vl.1/images

[GET]

Parameters list:

Parameter Description

filter Filter the containers list by providing a query using
Qualys syntax. Refer to the “How to Search” topic in the
online help for assistance with creating your query.

pageNo (Required) The page to be returned. Page numbers start
with 1.
pageSize (Required) The number of records per page to be

included in the response.

sort Sort the results using a Qualys token. For example
event Occurred: desc. Refer to the “Sortable tokens”
topic in the online help for more information.

API request:

curl -X CET --header 'Accept: application/json' --header

" Aut hori zation: Basi c cXVheXNf dWELOnFhdGvt c DEy Mv=="

"https://<Qual ysURL>/csapi/vl. 1/ i mges?filter=vul nerabilities.seve
rity%8A%R25%228&pageNunber =1&pageSi ze=50&sort =cr eat ed¥8Adesc’

Response:

{
"data": |
{
"created": "1526592592000",
"sha":
"93c55587h0a54b626b6bedcf 34a77387da69a21612¢ce823b69a11066f 9dce90a”

"repo": [
{
"registry": "docker.io",
"tag": "baddoc",
"repository": "qual ysdeno/checkout app"
}
{

"registry": "registry-1.docker.io",

"tag": "baddoc",

"repository": "qual ysdeno/checkout app"
}

] 1
"uui d": "3fe02a98-36¢f-317b-8e76-89a012¢c37235",
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"size": 1082856183,
"vulnerabilities": {
"severity5Count": 5,
"severity3Count": 13,
"severity4Count": 39,
"severitylCount": 1,
"severity2Count": 4
},
"imagel d": "93c55587b0a5",
"associ at edCont ai nersCount": 2,
"associ at edHost sCount ": 2,
"l ast Scanned": "1546552299809",
"registryUuid": [
"266a697b- 6a4c- 46d8- b36e-f 1a910ca79c9",
"428b40aa- 25ab- 41da- b89a- 62e8e3f cbh58f "
1,
"source": |
"REG STRY"

"created": "1509562706000",
"sha":
"abd4f 451ddb707c8e68a36d695456a515cdd6f 9581b7a8348a380030a6f d7689"

"repo": [
{
"registry": "docker.io",
"tag": "latest",
"repository": "imell/bad-dockerfile"
}

1,

"uui d": "236f66f7-dc80-3e58-9al6-88ab987f c20f",

"size": 1082855961,

"vul nerabilities": {
"severity5Count": 5,
"severity3Count": 13,
"severity4Count™: 29,
"severitylCount": 1,
"severity2Count": 3

H

"imagel d": "abd4f451ddb7",

"associ at edCont ai nersCount": 1,

"associ at edHost sCount ": 2,

"l ast Scanned": "1540407394660",

"registryUuid": null,
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"source": |
" CENERAL"

"count": 2

}

Sample 5 - Create registry
/csapi/vl.1/registry

[POST]

Container Security APIs

Use this API to create a new registry.

Input Parameters:

API Samples

Parameter Description

accountld Provide the AWS account Id if your registry will be
hosted on AWS.
Parameters accountld, arn, and region are required
when the registryType is AWS ECR and you want to
create a new AWS connector.

armn ARN number of the account ID.
Specify the ARN if you want to use an existing AWS
connector, or if you want to create a new connector.

region Region where your AWS account belong to.

username Username to connect to the registry. Should be in
base64 format.

password Password to connect to the registry. Should be in base64
format.

credentialType None, Token, BasicAuth, DockerHub, AWS.

dockerHubOrgName (Optional) Organization name if the registryType is
DockerHub.

registryType AWS ECR, DockerHub, Docker V2, Docker V2-Private.

registryUri URL of the registry to connect to.

Input parameters can be provided in following format if you are using swagger:

i am : 383031258652: rol e/ t est abcd",

{
"aws": {
"account1d": "383031258652",
"arn": "arn:aws:
"regi on": "us-east-2"
}

"credential Type":

"AVS"

"regi stryType": "AWS",
"registryUri": "https://383031258652. dkr. ecr. us-east - 2. amazonaws. cont'
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}

API request:

curl -X POST --header 'Content-Type: application/json' --header 'Accept:
text/plain' --header 'Authorization: Basic cXVheXNf dGQxOnFhdGvt cDEy My=="'
-d "{ \ "aws": { \ "accountld": "383031258652", \ "arn":

"arn:aws:iam :383031258652: rol e/testabcd", \ "region": "us-east-2" \ }, \
"credential Type": "AWS", \ "registryType": "AWS", \ "registryUri":
"https://383031258652. dkr. ecr. us-east - 2. amazonaws. com' \ }'

"https://qual ysguard. qual ys. conf csapi/vl.1l/registry’

Response:
{"registryUuid":"95b715e0- Of c7- 4dac- b4de- 2e1b92f c527d"}

Sample 6 - Create AWS connector for registry
/csapl/vl.1/registry/aws/connector
[POST]

Use this API to create a new aws connector for a registry.

Input Parameters:

Parameter Description

arm ARN number of the account ID.
externalld The externalld of your organization.
name Connector name.

description Connector description.

Input parameters can be provided in following format if you are using swagger:

{
"arn": "arn:aws:iam:205767712438:rol e/ abcd",
"external I d": "903805594",
"name": "Test AWE',
"description": "Testing of AW account"”
}

APl request:

curl -X POST --header 'Content-Type: application/json' --header 'Accept:
*/*' --header 'Authorization: Basic cXVheXNf dGQxOnFhdGvt cDEyMav==" -d '{ \
"arn": "arn:aws:iam:205767712438:rol e/ abcd", \ "external | d":
"903805594", \ "npame": "TestAWS', \ "description": "Testing of AWS
account™ \ }' 'https://qual ysguard. qual ys. conf csapi/vl.1l/registry/aws/
connect or'’

Response:

response code 200
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Sample 7 - Delete sensors in your account
/csapi/v1.1/sensors

[DELETE]

Use this API to delete existing sensors in your account. You can only delete sensors with
UNKNOWN status.

Input Parameters:

Parameter Description

sensorDeleteRequest (Required) user filters to query sensors or provide one or
more sensor UUIDs to delete.
Filter can be applied by providing a query using Qualys
syntax. Refer to the “How to Search” topic in the online
help for assistance with creating your query.

Input parameters can be provided in following format if you are using swagger:

{

"filter": "hostnane: cns"

}

APl request:

curl -X DELETE --header ' Content-Type: application/json' --header 'Accept:
text/plain' --header 'Authorization: Basic cXVheXNf YntzOnFhdGvt cEAXM M=
-d "{ \ "filter": "hostnane:cms" \ }'

"https://qual ysguard. qual ys. com csapi /vl. 1/ sensors'

Response:
Returns {"del eti onJobld": "bbaac4c7-6263-4e2f-b391- bch032975206"}

response code 200

Sample 8 - Delete images in your account
/csapi/vl.1/images
[DELETE]

Use this API to delete existing images in your account. Images with active containers
(CREATED, RUNNING, STOPPED, PAUSED) associated with them, cannot be deleted.

Input Parameters:

Parameter Description

imageDeleteRequest (Required) user filters to query images or provide one or
more image UUIDs to delete.
Filter can be applied by providing a query using Qualys
syntax. Refer to the “How to Search” topic in the online
help for assistance with creating your query.
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Input parameters can be provided in following format if you are using swagger:

{
"i magel ds": |
"e3e4cca0l- 8305- 3835- 810a- b334dcbh65a33"

]
}

APl request:

curl -X DELETE --header ' Content-Type: application/json' --header 'Accept:
text/plain' --header 'Authorization: Basic cXVheXNf dGQxOnFhdGVt cDEy Ma=="'
-d "{ \ "imagelds": [ \ "e3e4cca0l-8305-3835-810a-b334dcb65a33" \ ] \ }'
"https://qual ysguard. qual ys. com csapi /v1l. 1/i mages’

Response:
Returns {"del etionJobld":"980ce235-5677-4997-81ca- 3905e63471bb"}

response code 200
Sample 9 - Delete multiple registries (bulk delete) in your account
/csapi/vl.1/registry
[DELETE]
Use this API to delete multiple registries in your account.

Input Parameters:

Parameter Description

registrylds (Required) ID/UUIDs of the registries you want to delete.
Should be in the form of an array.
Note: You cannot delete registries whose schedules are
in “Running” state.

Input parameters can be provided in following format if you are using swagger:
["fcl29b85- e23c-4236- 9f d2- 47a257746208", "fe066970- Oef c- 4b04- 91f 4-
b21870c61136"]

API request:

curl -X DELETE --header ' Content-Type: application/json' --header 'Accept:
text/plain' --header 'Authorization: Basic cXVheXNf dGQ6cWFOZWLWMTI z* - d
"["fcl29b85- e23c-4236- 9f d2- 47a257746208", "fe066970- Oef c- 4b04- 91f 4-
b21870c61136"]" ' https://qual ysguard. qual ys. com csapi/vl.1l/registry'

Response:

Returns {"del et edRegi stryUui ds":["fc129b85-e23c-4236- 9f d2-
47a257746208", "f e066970- Oef c- 4b04- 91f 4- b21870c61136"] }

response code 200
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Sensor updates

When an update is available you'll see “Update Available” next to the sensor name.

Contalner Securlqr DASHBOARD ASSETS EVENTS CONFIGURATIONS

Configurations =~ [y

12

Total Sensors
VERSION STATUS LAST CHECKED-IN HOST

5 Running a month age sandbox03.p01 eng sjc01.qualys.com
( ) 10.44.65.23

1.0.0-227 Running a minute ago qualys-virtuakmachine

10.115.76.73

STATUS

Container sensor update is otherwise automatic, however if you are currently using the
beta version of the sensor you need to update to the latest sensor version manually.
Automatic update kicks off once you are on a version higher than the beta.

To manually update the sensor from beta to the latest version, download the
QualysContainerSensor.tar.xz file from Qualys Cloud Portal and then run the following
commands directly from the screen on the docker host.

Untar the sensor package:

sudo tar -xvf Qual ysCont ai ner Sensor.tar.xz

Launch the new sensor:

sudo ./installsensor.sh Activationld=5e7e422a-alca-403f-9274-
506622dc5b28 Cust oner | d=a8cf 7043- 0245- 6f 1d- 82f 8- 97f 784652b93
St orage=/usr/ | ocal / qual ys/ sensor/data -s

Enter Y at the prompt asking you to upgrade 'Qualys-Container-Sensor' from version x.X.x
to x.x.X.

The install script asks for proxy configuration. If you want to configure proxy, see Proxy
Support.

Note: Once you have upgraded from the beta version to a higher version, future updates of
Sensor are automatic.
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How to uninstall sensor

The QualysContainerSensor.tar.xz file (which you download for sensor installation from
Qualys Cloud Platform) has the script uninstallsensor.sh for uninstalling the sensor.

To uninstall a sensor:

If the docker host is configured to communicate over docker.sock, use the following
command:

./luninstall sensor.sh -s

If the docker host is configured to communicate over TCP socket then provide the address
on which docker daemon is configured to listen:

./uninstall sensor.sh Docker Host =<<I Pv4 address or FQDN>: <Port#>> -s

For example,

./luninstall sensor.sh Docker Host =10. 115. 27. 54: 3128 -s

Follow the on-screen prompts to uninstall the sensor. Qualys recommends not to clear the
persistent storage.
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Troubleshooting

Check sensor logs

The sensor log file is located at (by default):
/usr/local/qualys/sensor/data/logs/qpa.log

Diagnostic script

Qualys provides a script to collect diagnostic information about the sensor. You must run
the script on the host on which you want to collect the diagnostic information from.

The diagnostic script is present in the QualysContainerSensor.tar.xz that you downloaded
for installing the sensor.

The script is called Sensor_Diagnostic_Script.py. You must have Python installed on the
host in order to run the script. The script collects the following information from the host
and puts it in a tar file called SensorDiagnostic.tar. You can send that file to Qualys
Support for further assistance.

The SensorDiagnostic.tar includes 'ScanInfo.json’, 'qpa.log' of qualys-container-sensor
from given persistent storage, docker logs of qualys-container-sensor, and all information
described below in the 'SensorDiagnostic.log’ file. If ‘ScanInfo.json’ and Sensor logs are not
available on the Docker host then this script creates empty ‘ScanInfo.json’ and gpa.log
files, and appends “File not found” to them.

- Operating System Information (Type of OS i.e. Linux or Mac and other details)

- Proxy Configuration (Type of proxy set e.g. system, docker, cloud-agent proxy)

- CPU Architecture (Details about model, CPUs, cores, etc)

- RAM Usage (Memory allocation and utilization on host)

- Docker Version (Docker version installed on host)

- Socket Configuration (Docker socket configuration on host e.g. TCP/unix domain)
- Number of docker images (Count of all docker images and their details)

- Number of docker containers (Count of all docker containers and their details)

- CPU and Memory usage of running containers (First result of all resource usage
statistics)
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Sensor crashes during upgrade

Use installsensor.sh to reinstall Qualys container sensor keeping the "Storage" value as it
was for earlier Sensor. This will ensure that the new sensor will not be marked as another
Sensor and will simply upgrade the existing one.

For help on install command, see Deploying Container Sensor.

Note: At any given point in time, DO NOT delete the persistent storage. Else, the sensor
deployed thereafter will be marked as a new sensor.

What if sensor restarts?

The Sensor is designed to handle restart scenarios and will continue functioning normally
after restart. No customer intervention is needed until the sensor crashes.

Note: The Qualys container sensor will fail to restart if it has exited due to a fatal error
before the docker host/service restarts.

Known Issues and Limitations

Known limitations include Automated Registry Scanning, Deletion of Sensors from the
pages, and raising of alerts for Events. These features are planned to be added soon.

The sensor only works for Docker and in Linux environments.
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Qualys Vulnerability Analysis Plugin for Jenkins
Qualys Vulnerability Analysis Plugin for Bamboo
Installing the sensor on a MAC

Installing the sensor on CoreOS

Deploying sensor in Kubernetes

Updating the sensor deployed in Kubernetes
Deploying sensor in Docker Swarm

Deploying sensor in AWS ECS Cluster

Deploying sensor in Mesosphere DC/OS
Deploying sensor in OpenShift

Qualys Vulnerability Analysis Plugin for Jenkins

Qualys Container Security provides a plugin for Jenkins to get the security posture for the
docker images built via the tool. The plugin can be configured to fail or pass the docker
image builds based on the vulnerabilities detected.

What you’ll need
- A valid Qualys subscription with the Container Security application activated.
- Access to Qualys Container Security application API endpoint from your build host.

- Requires the container sensor for CI/CD environment to be installed on the jenkins build
host. Refer to Deploying Container Sensor for instructions on installing the container cicd
sensor. You must pass the following parameter while deploying the sensor for CI/CD
environment - - ci cd- depl oyed- sensor or -c.

Jenkins plugin automatically tags images built out of CI/CD pipeline with the tag
qualys_scan_target:<image-id> to mark them for scanning and only those images are
scanned for vulnerabilities. Once the scanning is over, Qualys Container Sensor will
remove the tag. However, if an image has no other tag applied to it other than
'qualys_scan_target:<image-id>', the sensor will retain the tag to avoid removal of the
image from the host.

The Jenkins master and slave nodes should have an open connection to the Qualys Cloud
Platform in order to get data from the Qualys Cloud Platform for vulnerability reporting.

45



Appendix
Qualys Vulnerability Analysis Plugin for Jenkins

Install the Plugin

1) On Qualys Cloud Platform, go to Configurations > Integrations to download the Jenkins
plugin.

2) Upload the plugin to your Jenkins tool. Go to Manage Jenkins > Manage Plugins >
Advanced > Upload Plugin, then restart it.

Scanning CI/CD images

Configure the Jenkins plugin to automatically tag CI/CD images with
'qualys_scan_target:<image-id>'. This should be done as part of global configuration. Go to
Manage Jenkins > Configure System, then scroll down to the Qualys Container Security
section > Advanced, and provide the following details.

Docker URL: Docker REST API URL - Docker socket path. Only unix:/// and tcp:// protocols
allowed.

Cert File Path: If you are using remote server enabled https, you can provide a specific
folder location which contains the files ca.pem, cert.pem and key.pem. For example,
/var/jenkins_home/certs.

Advanced Settings

Webhook URL L

Docker Settings

Docker URL uniifivarirunidocker. sock

Docker server REST AP URL
Cart file path

Note: A Job Specific (local) configuration will use the Docker URL and Cert File Path
configured in global configuration for tagging CI/CD images.
Start Using the Plugin

This plugin provides a build step and a post-build action. You can use it with pipeline type
projects (for CI/CD pipeline) as well as freestyle projects. We'll describe both in the
sections that follow.

- Pipeline Project
- Freestyle Project

Pipeline Project

With pipeline projects, you provide the docker image Id(s) to the plugin via a command
argument. Use our Snippet Generator to generate this command, and then copy/paste it
into your pipeline script (Jenkinsfile).

See How to configure?
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Freestyle Project
For Freestyle projects you can use a POST-BUILD step provided by the plugin.

You'll provide the docker image Id(s) using the environment variable. Note — The variable
name must be defined correctly or the plugin will not work. When Jenkins executes the
post-build steps the plugin will only pull a report for the image Ids you've specified.

In Post-Build Actions, select “Get docker image vulnerabilities from Qualys”. This will open
a form similar to the one shown for pipeline projects. Provide configuration details and
test the connection to make sure it’s successful. See How to configure?

Somewhere in your build steps you must set the IMAGE_ID environment variable to the
docker image Ids you want to report on. IMAGE_ID can be a single string value like
'alb2c3d4e5f6' or a comma-separated list like 'a1b2c3d4e5f6,abcdef123456'.

How to configure?

You can either provide a global configuration or a job specific configuration. Global
configuration can be set once and used for multiple projects: both Pipeline and Freestyle.

To set a global configuration, go to Manage Jenkins > Configure System, then scroll down
to the Qualys Container Security section, and provide the configuration details listed
below.

If you want to set a job specific configuration, in the Snippet Generator, select
“getlImageVulnsFromQualys - Get Image Vulns From Qualys”, and then select the Use Job
Specific Configuration option. Note: Selecting the “Use Global(Jenkins) Configuration”
option here will let the job use the global configuration you have set under Manage
Jenkins > Configure System > Qualys Container Security.

Steps

Sample Step getimageVulnsFromQualys: Get Decker Image Vulns From Qualys

Configuration Settings
@ Use Global(Jenkins) Configuration
Use Job Specific Configuration

See Configuration Details

Define docker image Ids

You'll notice an argument called imagelds. Set this to the docker image Ids you want to
report on. The plugin will only pull a report for the image Ids you specify.

Enter a single string value like imagelds: 'alb2c3d4e5f6' or a comma-separated list like
imagelds: 'alb2c3d4e5f6,abcdef123456'. You can also define docker image Ids in a variable
and specify the variable as the value.

You can provide image ids through an environment variable. Get the image ids of the
images programmatically created in earlier stages of the build and provide these ids in the
‘imagelds' argument. For example, in pipeline script, you can get the image ids by
executing shell script and store it in environment variable. And then use the same
environment variable in 'Imagelds' argument to provide the image ids.
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Configuration Details

Provide the following configuration details: (1) API login information (Select Use Proxy
Settings to provide proxy information). (2) Click Test Connection to verify that the plugin
can call the Qualys Container Security APIL. (3) data collection frequency. (4) build fail
conditions. (5) forward Jenkins job results to a WebHook URL.

When you're ready, click Generate Pipeline Script to get the script command.

API Login

Provide details for accessing the Qualys Container Security APL.
APl Server URL:

@ Server name is not valid!
Example: hitps:'qualysap qualys.com
APl Usemame:

@ APl Username cannot be empty.
AP Password:

@ API Password cannot be empty.
Use Proxy Seftings

e Test Connection
e Data Collection

Qualys vulnerability data will be collected per these seftings. For each enter a value in seconds or an expression like 2°60°80 for 2
hours or 2*80 for 2 minutes.

Frequancy

How often to check for data 30 seconds, e
Timeout

How long to wait for data | gn seconds. ©

o Configure Docker Image Validation Policy
Set the conditions to fail the Docker image build job. The build will fail when ANY of conditions are met.

Failure Conditions

By Vulnerability Severity L2]
Fail with mere than | 0 severity 1
Fail with mere than | 0 severity 2
Fail with mere than | 0 severity 3
Fail with mere than | 0 severity 4
Fail with mere than | 0 severity 5
By Qualys Vulnerability Identifiers (QIDs) [ 7]

Fail with any of these QIDs:

By CVEs [ 7]
Fail with any of these CVE Ids:

By Software Names [ 7]

Fail with any of these Softwares:

Include the above conditions to Potantial \ bilities identified too °

¥ Exclude Conditions
Configure either QIDs or CVES in below fialds which should be ignored while evaluating failure conditions. 9

Ignore any of thesa QIDs:

® Ignore any of these CVEs:

e Advanced Settings
Webhook URL ®
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If you are setting a global configuration, you can select a user from the Credential Store to
authenticate to the API Server. In case of Job specific configuration, you can provide the
credentials in the pipeline / freestyle script.

Note: Use global configuration for scanning images in CI/CD pipeline. See Scanning CI/CD
Images.

For information on what API Server URL to use, see Container Security APIs.
Using the WebHook
You can forward Jenkins job results to a WebHook URL.

You can set a global WebHook URL under Manage Jenkins > Configure System > Qualys
Container Security, or a Job Specific WebHook URL under Snippet Generator by selecting
“getlmageVulnsFromQualys - Get Image Vulns From Qualys”, and then clicking Advanced.

Note: WebHook URL specified under Snippet Generator, for a particular project, will
always take preference over the global WebHook URL specified under Manage Jenkins >
Configure System > Qualys Container Security.

View Your Qualys Report

In either case - pipeline project or freestyle project - the plugin will generate one report for
each docker image in the build. In other words, multiple image Ids will result in multiple
report links.

Jenkins Freestyle Proj #8

# Back to Project
., Status

_# Changes

E Console Output

« Edit Build Information

(9 Delete Build

Environment Variables

U Qualys Report For e10df791f13¢

& Previous Build

B Next Build
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Click any report link to see vulnerability details for the docker image.

@ Qualys  R1jIL.D REPORT - b8h62262df2a

Imaje Scan Status; Failed Ima:
Tags: labest Sie

Vulnerahbilities. Trend Confirmed Vulnerabilises (32} Fatential Vulnerabisies |3) Patchabiliy

W ves (23]
W Mo 2]

The Build Summary provides a dashboard view of your security posture. Go to
Vulnerabilities for a list of detected QIDs, Installed Software to see software detected on
the docker image, and Layers to view a list of layers the image is made of.

Debugging and Troubleshooting

HTTP codes in APl response

All API calls and their responses are logged by the plugin and are visible in the Console
Output. Here are the HTTP response codes you may see during plugin execution.

Code Error Description

204 No content Qualys sensor is processing data. You'll see 200 OK
when complete.

200 OK You would see this code in two situations: 1) You might
have received partial data from Qualys where image
details are available but vulnerability data is not
available. 2) Vulnerability data is also available. This is
usually the last call, after which the thread for that
image Id stops.

500 Internal server Qualys service is down or there was an issue

error processing data.
400 Bad request Qualys API server is unable to understand the request.
401 Unauthorized The credentials used for Qualys API server are

incorrect or the user does not have access to the APIs.

If you don't see any API calls being made...

Make sure you're correctly passing image Ids to the plugin. When the plugin starts the
execution, it will print the image Ids provided and you can see this in the Console Output.
Check that the docker image Ids you provided are printed.

50



Appendix
Qualys Vulnerability Analysis Plugin for Jenkins

Plugin times out, no report seen

The plugin is designed to keep polling the Qualys API until the configured timeout period
is reached. If it does not get vulnerability data from Qualys within this period, it stops. In
this case, the plugin will fail the build only if you have set any fail-on conditions.
Otherwise, it will not fail the build. You will not see any report links since the plugin could
not get vulnerability data, and could not prepare a report.
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Qualys Vulnerability Analysis Plugin for Bamboo

Qualys Container Security provides a plugin for Bamboo to get the security posture for the
docker images built via the tool. The plugin can be configured to fail or pass the docker
image builds based on the vulnerabilities detected.

What you’ll need
- A valid Qualys subscription with the Container Security application activated.
- Access to Qualys Container Security application API endpoint from your build host.

- Requires the container sensor for CI/CD environment to be installed on the Bamboo
build host. Refer to Deploying Container Sensor for instructions on installing the
container cicd sensor. You must pass the following parameter while deploying the sensor
for CI/CD environment - - ¢i cd- depl oyed- sensor or -c.

- Bamboo CICD tool version 5.14.0.1 or later.

Bamboo plugin automatically tags images built out of CI/CD pipeline with the tag
qualys_scan_target:<image-id> to mark them for scanning and only those images are
scanned for vulnerabilities. Once the scanning is over, Qualys Container Sensor will
remove the tag. However, if an image has no other tag applied to it other than
'qualys_scan_target:<image-id>', the sensor will retain the tag to avoid removal of the
image from the host.

The Bamboo server and agents should have an open connection to the Qualys Cloud
Platform in order to get data from the Qualys Cloud Platform for vulnerability reporting.

Install the Plugin
1) On Qualys Cloud Platform, go to Configurations > Integrations to download the Bamboo
plugin.

2) Upload the plugin to your Bamboo tool. Go to Administration > Add-ons and upload the
Qualys bamboo plugin jar file.

Scanning CI/CD images

Configure the Bamboo plugin to automatically tag CI/CD images with
'‘qualys_scan_target:<image-id>'. This can be done as part of global or local configuration.

Docker URL: Docker REST API URL - Docker socket path. Only unix:/// and tcp:// protocols
allowed.

Cert File Path: If you are using remote server enabled https, you can provide a specific
folder location which contains the files ca.pem, cert.pem and key.pem. For example,
/var/bamboo_home/certs.

Docker URL"
unix://varfrun/docker.sock
Docker daemon URL e.g. unix:/f[docker_socket_path] or tcp://Thost]:[port]

Docker Cert file path
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Start Using the Plugin

You can use this plugin as a task in your bamboo plan. In the Tasks tab, click Add Task,
and simply search for “Qualys” to get the Qualys Container Security addon you uploaded
earlier. Click the Qualys addon to add it as a task.

Task types |Qualys |
All
ualys Container
Builder Q y.
Security
fests Get vulnerabilities scan data for
Deployment images created.

Source Control

Variables

You can either provide a global configuration or a local configuration for Qualys
Container Security. Global configuration can be set once and used for multiple projects.

Tasks
Atask is a piece of work that is being executed as part of the build. The execution of a script, a shell command, an Ant Task or a Maven goal are only fey

‘You can use runtime, plan and global variables o parameterize your tasks.

Script

Qualys Container Security configuration

Task description

Script

Fetch docker imageld Scan Vulns

Inject Bamboo variables Disable this task

Qualys Container Security Plugin Config Options

Sean Vilns Ll @ useGiobal Config (configured using Admin UI)

z re locall
Final tasks Are always executed even If a previous task fails Configure locally

Drag tasks here to make them final Image IDs'

${bamboo.inject.imageld}
Add task
Advanced Settings

Allows configur

configured ur
Webhook URL

hitp:fidemao able iatestwebhook

To set a global configuration, go to Administration > Add-ons, then in the left pane under
ADD-ONS, find and click Qualys Container Security Plugin. Then, provide the
configuration details listed below.

If you want to set a local configuration, in the Tasks tab, select Qualys Container Security,
and then select the Configure locally option. Note: Selecting the “Use Global Config”
option here will let the task use the global configuration you have set under
Administration > Add-ons > Qualys Container Security Plugin.

See Configuration Details
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Define docker image Ids

You'll notice a field called Image IDs. This field is only available for local configuration. Set
this to the docker image Ids you want to report on. The plugin will only pull a report for
the image Ids you specify.

Enter a single string value like imagelds: 'alb2c3d4e5f6' or a comma-separated list like
imagelds: 'alb2c3d4e5f6,abcdef123456'. You can also define docker image Ids in a variable
and specify the variable as the value. Alternatively, you can inject bamboo variables using
a task.

Using the WebHook
You can forward Bamboo job results to a WebHook URL.

You can set a global WebHook URL under Administration > Add-ons > Qualys Container
Security, or a WebHook URL for local configuration in the Tasks tab for a plan, by selecting
Qualys Container Security.

Note: WebHook URL specified under local configuration, for a particular project, will
always take preference over the global WebHook URL specified under Administration >
Add-ons > Qualys Container Security.

54



Appendix
Qualys Vulnerability Analysis Plugin for Bamboo

Configuration Details

Provide the following configuration details: (1) API login information (Select Use Proxy to
provide proxy information). (2) Click Test Connection to verify that the plugin can call the
Qualys Container Security API. (3) data collection frequency, and (4) build failure
conditions. (5) forward Bamboo job results to a WebHook URL.

When you're ready, click Save Configuration.

AP Details

Prowide details for acomssing the Oualys Cantainer Security APL o

AP Server URL *
https:iigualysapi.qualys.com
“Your Qualys AP1 server.

AP User*

Your Qualys APY usermame. This user must have acomss 1o Qualys Cortainer Seaurity APl

AP Pazzword

Your Chiatys AP user pemswore. e
Use Prooy

Data Collection

Qualys vulnerabiity data wil be collecied per these setings. For sach enter 2 value in seconds or an expression ke 2°60%60 for 2 hours or 2°60 for 2 minues.

Test Connection

How frequentty to check for vulnerability data in seconds

20
The: polling interval in ssconds. 1L is the time (0 wail between subsequent AP1 calls. This can be set a= a number (in ssconds) or an expression ke these: 2960°60 for 2 brs or 2°60 = 2 minutes. Def:
How long to wait for fietching vulnerability data in seconds

Goo

The meout period for fetching scanned srabilifes data,

. The Qualys task will end afler the limeout period. This can be nurmber {in seconds) or an expression ke these: 2°60°60 for 2 hr

Build Failure Conditions
‘You can fai the docker build under certaiff tonditions. The build will fail when ANY of the ssleded condiions are met.
Fail bulld if severe vulnerabilties found
Enter & threshold number excesding which the build should fail, eg. Severity 3 count is set as 2; then if vunersbiliies with Severity 3 found ane more than 2, build will f=l.
Fail buid if any of these QIDs found
Fail buid if any of these CVEs found
Fail buid if any of these Softwares found
A comma separaied list of Softwarnes o be evalunsted for buid failune. It can be smple comime sepansted st of sofwane names with or without specific version. Software names with version sho
Apply above fail conditions to potential vulnerabiliies as well
Exclude Conditions
Configure either 0IDs or CVES in below fiekds which should be ignored while evaluating failure condiions.

Add exclusions

Image IDs*

A comime separsted st of docker image ks to fetch the wuinerability results for.
G66bdTEd4212
Advanced Settings e
Allows configuring & WebiHook. The webhodk allows a hitp POST request (o the URL. This postsisends formeted Qualys Vunerabilties Json peyload data o the configuned url. ¥ empty for Job Spe
Webhook URL
hitp://demo3455778. mockable i/REG
Docker URL"
unix:/ifvarirun/docker. sack
Docker daemon URL e.g. uniciidocker_socket_path] ar topifhos]:fport]

Docker Cert file path

For information on what API Server URL to use, see Container Security APIs.
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View Your Qualys Report

The plugin will generate one report for each docker image in the build. Multiple image Ids
will result in multiple reports. In a build, click the job which includes Qualys plugin, to see
vulnerability details for the docker image.

Note: If case of multiple image Ids, the build fails even if one image Id matches the fail
condition. The build summary will show details of the image which matched the fail
condition.

The Build Summary provides a dashboard view of your security posture. Go to
Vulnerabilities for a list of detected QIDs, Installed Software to see software detected on
the docker image, and Layers to view a list of layers the image is made of.

Debugging and Troubleshooting

HTTP codes in API response

All API calls and their responses are logged by the plugin and are visible in the Console
Output. Here are the HTTP response codes you may see during plugin execution.

Code Error Description

204 No content Qualys sensor is processing data. You'll see 200 OK
when complete.

200 OK You would see this code in two situations: 1) You might
have received partial data from Qualys where image
details are available but vulnerability data is not
available. 2) Vulnerability data is also available. This is
usually the last call, after which the thread for that
image Id stops.

500 Internal server Qualys service is down or there was an issue

error processing data.
400 Bad request Qualys API server is unable to understand the request.
401 Unauthorized The credentials used for Qualys API server are

incorrect or the user does not have access to the APIs.
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If you don't see any API calls being made...

Make sure you're correctly passing image Ids to the plugin. When the plugin starts the
execution, it will print the image Ids provided and you can see this in the Console Output.
Check that the docker image Ids you provided are printed.

Plugin times out, no report seen

The plugin is designed to keep polling the Qualys API until the configured timeout period
is reached. If it does not get vulnerability data from Qualys within this period, it stops. In
this case, the plugin will fail the build only if you have set any fail-on conditions.
Otherwise, it will not fail the build. You will not see any report links since the plugin could
not get vulnerability data, and could not prepare a report.
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Installing the sensor on a MAC

You can install the Qualys Container Sensor on a MAC.
Here are the steps:

Download the QualysContainerSensor.tar.xz file using the “Download and Install Qualys
Container Sensor” link on the Get Started page or from the Configurations > Sensors tab
on Qualys Cloud Platform.

Copy the file to the target MAC host.
Once you copy the file on the target host, run the following commands in sequence:

This command extracts the tar file.
sudo tar -xvf Qual ysCont ai ner Sensor.tar.xz

This command creates the directory where the sensor data like configuration, manifest,
logs, and setup is stored.

sudo nkdir -p /tnp/qual ys/sensor/data

This command provides the required permissions to the directory to run the installer
script.

sudo chnod -R 777 /tnp/ qual ys/ sensor/ dat a

If you want to specify a custom location for storage, ensure that the Docker's File Sharing

is enabled for the same. On your MAC host, go to Docker > Preferences > File Sharing, add
the custom path e.g. /usr/local/qualys/sensor/data, then click Apply & Restart.

Enabling file sharing is required only if the custom location is NOT from /Users, /Volumes,
/private or /tmp.

L File Sharing
I e ®
General Flle Sharing Disk Advanced Proxies Dasmon Kubernotes Reast

These macOS directories (and their subdirectories) can be bind mounted
into Docker containers, These exported directories cannot overlap.
You can check the documentation for more details.

fUsers
fVolumes

forivate
ftmp

To avoid this step, we recommend using Storage=/tmp/qualys/sensor/data and
HostldSearchDir=/private/etc/qualys during sensor install.

That way you can leverage the existing shared location with docker, without the need of
additional configuration to launch the CS Sensor.
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If you are using a custom location, provide permissions to the directory to run the installer
script.

For example,
sudo chnmod -R 777 /usr/l ocal / qual ys/ sensor/ dat a

The following commands install the sensor. Notice that the command includes the
Activation ID and your Customer ID, both generated based on your subscription. The
Storage parameter specifies where to install the sensor. Ensure that the HostldSearchDir
exists, otherwise the installer script will throw an error.

Use the following command to install a General Sensor:

./linstall sensor.sh Activationl d=d5814d5f - 5f d2- 44ec- 8969- e03cc58a4def 5
Cust omer | d=6f 35826e- 4430- d75e- 8356- c444a0abbb31

Host | dSear chDir =/ pri vat e/ et c/ qual ys Storage=/tnp/ qual ys/sensor/data -s

Use the following command to install a Registry Sensor:

./linstallsensor.sh Activationl d=d5814d5f - 5f d2- 44ec- 8969- e03cc58a4def 5
Cust orer | d=6f 35826e- 4430- d75e- 8356- c444a0abbb31

Host | dSear chDi r =/ pri vat e/ et c/ qual ys Storage=/tnp/ qual ys/sensor/data -s -
-regi stry-sensor

Use the following command to install a CI/CD Sensor:

.linstallsensor.sh Activationl d=d5814d5f - 5f d2- 44ec-8969- e03cc58adef 5
Cust oner | d=6f 35826e- 4430- d75e- 8356- c444a0abbb31

Host 1 dSearchDir=/ pri vate/ etc/ qual ys St orage=/tnp/qual ys/sensor/data -s -
- ci cd- depl oyed- sensor
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Installing the sensor on CoreOS

You can install the Qualys Container Sensor on CoreOS.
Here are the steps:

Download the QualysContainerSensor.tar.xz file using the “Download and Install Qualys
Container Sensor” link on the Get Started page or from the Configurations > Sensors tab
on Qualys Cloud Platform.

Copy the file to the target host.
Once you copy the file on the target host, run the following commands in sequence:

This command extracts the tar file.
sudo tar -xvf Qual ysCont ai ner Sensor.tar.xz

This command creates the directory where the sensor data like configuration, manifest,
logs, and setup is stored.

sudo nkdir -p /var/opt/qualys/sensor/data

Note: You need to set the directory path /var/opt/qualys/sensor/data to Storage which is
writable on CoreOS.

This command provides the required permissions to the directory to run the installer
script.

sudo chnod -R 777 /var/opt/ qual ys/ sensor/ dat a

The following commands install the sensor. Notice that the command includes the
Activation ID and your Customer ID, both generated based on your subscription. The
Storage parameter specifies where to install the sensor.

Use the following command to install a General Sensor:

Sudo ./installsensor.sh Activationl d=d5814d5f - 5f d2- 44ec- 8969-
e03ccbh8adef 5 Cust oner | d=6f 35826e- 4430- d75e- 8356- c444a0abbb31
St or age=/ var/ opt/ qual ys/ sensor/data/ -s

Use the following command to install a Registry Sensor:

Sudo ./installsensor.sh Activationl d=d5814d5f - 5f d2- 44ec- 8969-
e03ccb8adef 5 Cust oner | d=6f 35826e- 4430- d75e- 8356- c444a0abbb31
St or age=/ var/ opt/ qual ys/ sensor/data/ -s --registry-sensor

Use the following command to install a CI/CD Sensor:

Sudo ./installsensor.sh Activationl d=d5814d5f - 5f d2- 44ec- 8969-
e03ccbh8adef 5 Cust oner | d=6f 35826e- 4430- d75e- 8356- c444a0abbb31
St or age=/ var/ opt/ qual ys/ sensor/data/ -s --cicd-depl oyed-sensor
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Deploying sensor in Kubernetes

Integrate the Container Sensor into the DaemonSet like other application containers and
set the replication factor to 1 to ensure there is always a sensor deployed on the Docker
Host. This information is applicable for Amazon Elastic Container Service for Kubernetes
(Amazon EXS), Google Kubernetes Engine (GKE), and Azure Kubernetes Service (AKS).

Perform the following steps for creating a DaemonSet for the Qualys sensor to be deployed
in Kubernetes.

Note: Ensure that the Container Sensor has read and write access to the persistent storage
and the docker daemon socket.

Download the QualysContainerSensor.tar.xz file from Qualys Cloud Portal on a Linux
computer.

Untar the sensor package:

sudo tar -xvf Qual ysCont ai ner Sensor.tar.xz

Use the following commands to push the qualys sensor image to a repository common to
all nodes in the Kubernetes cluster:

sudo docker load -i qual ys-sensor.tar

sudo docker tag <I MAGE NAME/ I D> <URL to push image to the repository>
For example,

sudo docker tag c3fa63a818df mycl oudregi stry. coni cont ai ner -
sensor: qual ys-sensor - Xxx

sudo docker push <URL to push inmage to the repository>
For example,

sudo docker push nycl oudregi stry. com cont ai ner-sensor: qual ys- sensor - Xxxx

Note: Do not use the examples as it is. You need to replace the registry/image path with
your own.

Modify the cssensor-ds.yml file (extracted from QualysContainerSensor.tar.xz) to provide
values for the following parameters. In order for the yml file to work properly, ensure that
you do not remove/comment the respective sections mentioned below.

Ensure that all Kubernetes nodes have the latest Qualys sensor image from the URL
provided.

cont ai ners:
- name: qual ys-contai ner-sensor
i mage: nycl oudregi stry. com cont ai ner-sensor: qual ys- sensor - Xxx
args: ["--k8s-nmpde"]
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If you want to deploy the sensor for CI/CD environment provide the args value as:

args: ["--k8s-node","--cicd-depl oyed-sensor"]

If you want to deploy a Registry Sensor provide the args value as:
args: ["--k8s-npde","--registry-sensor"]
If you want print logs on the console, provide " - - enabl e- consol e- | ogs" as an
additional value in args.
To restrict the cpu usage to a certain value, change the following: (Optional)
Under r esour ces specify the following:
limts:
cpu: "0.2" # Default CPU usage |inmt(20% of overall CPU

avai | abl €) on each node for sensor.
For example,

For limiting the cpu usage to 5%, set resources:limits:cpu: "0.05", this limits overall cpu
usage to 5% of a CPU on a node.

If there are multiple processors on a node, set the resources:limits:cpu value accordingly.
For example,

You have 5 CPUs on system and you want to set 5% of overall capacity of system, set the
CPU usage limit to 5 x 0.05 = “0.25".

To disable any CPU usage limit, set resources:limits:cpu value to 0.
Under env specify the following:
Activation ID (Required)
- nane: ACTI VATI ONI D
val ue:  XXOOXXK- XXXX- XXXKX= XXXX= XIXHKKKIKXKKX
Customer ID (Required)
- nanme: CUSTOMERI D
val ue:  XXOOXXK- XXXX- XXXX- XXXX= XIXXKXHKXXXKX
Specify proxy information, or remove if not required:

- nane: qual ys_https_proxy
val ue: proxy.|local net.com 3128
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Under vol unes specify the proxy cert path, or remove if not required:

- name: proxy-cert-path

host Pat h:
path: /root/cert/proxy-certificate.crt
type: File

Activation ID and Customer ID are required. Use the Activation ID and Customer ID from
your subscription.

If you are using a proxy, ensure that all Kubernetes nodes have a valid certificate file for
the sensor to communicate with the Container Management Server.

If you are not using a proxy and you have removed the above mentioned parts, you can
remove the following part from vol umeMount s as well:

- nmount Pat h: /etc/qualys/gpal/cert/customca.crt

name: proxy-cert-path

Once you have modified the cssensor-ds.yml file, run the following command on
Kubernetes master to create a DaemonSet:
kubect| create -f cssensor-ds.ynl
If you need to uninstall Qualys Container Sensor, run the following command on
Kubernetes master:

kubect!l delete -f cssensor-ds.ym

Updating the sensor deployed in Kubernetes

You can update the Container Sensor DaemonSet to the latest version in Kubernetes. This
information is applicable for Amazon Elastic Container Service for Kubernetes (Amazon
EKS), Google Kubernetes Engine (GKE), and Azure Kubernetes Service (AKS).

Ensure that the Container Sensor has read and write access to the persistent storage and
the docker daemon socket.

Perform the following steps on Kubernetes master for updating the Container Sensor.

Note: Ensure that the Container Sensor DaemonSet is running in the Kubernetes
environment.

Download the QualysContainerSensor.tar.xz file from Qualys Cloud Portal on Kubernetes
master.

Untar the sensor package:

sudo tar -xvf Qual ysContai ner Sensor.tar. xz
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Copy the Sensor version from the version-info file (extracted from
QualysContainerSensor.tar.xz)

Modify the cssensor-ds.yml file (extracted from QualysContainerSensor.tar.xz) to provide
values for the following parameters. In order for the yml file to work properly, ensure that
you do not remove/comment the respective sections mentioned below.

Ensure that all Kubernetes nodes have the latest Qualys sensor image from the URL
provided.

cont ai ners:
- nane: qual ys-cont ai ner-sensor
i mage: nycl oudregi stry. com qual ys/ sensor: 1. 2. 3-63
args: ["--k8s-nmpde"]
The image value must be in the format:

regi stryurl/qual ys/ sensor: <version-inf o>

If you want to deploy the sensor for CI/CD environment provide the args value as:

args: ["--k8s-nopde","--cicd-depl oyed-sensor"”]

If you want to deploy a Registry Sensor provide the args value as:
args: ["--k8s-npde","--registry-sensor"]
If you want print logs on the console, provide "- - enabl e- consol e- | ogs" as an additional
value in args.
To restrict the cpu usage to a certain value, change the following: (Optional)
Under r esour ces specify the following:
limts:
cpu: "0.2" # Default CPU usage |init(20% of overall CPU

avai | abl €) on each node for sensor.
For example,

For limiting the cpu usage to 5%, set resources:limits:cpu: "0.05", this limits overall cpu
usage to 5% of a CPU on a node.

If there are multiple processors on a node, set the resources:limits:cpu value accordingly.
For example,

You have 5 CPUs on system and you want to set 5% of overall capacity of system, set the
CPU usage limit to 5 x 0.05 = “0.25".

To disable any CPU usage limit, set resources:limits:cpu value to 0.
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Under env specify the following:

Activation ID (Required: Use the same Activation ID provided in the existing Container
Sensor DaemonSet that you are upgrading)

- nane: ACTI VATIONI D
val ue:  XXOOXXK- XXXX- XXXX= XXXX= XIXHKKKIKXKKX
Customer ID (Required: Use the same Customer ID provided in the existing Container
Sensor DaemonSet that you are upgrading)
- nane: CUSTOMERI D
val ue:  XXOOXXXX- XXXK- XXXXK- XXXXK= XXXKXXXXKXXX
Specify proxy information, or remove if not required:
- nane: qual ys_https_proxy
val ue: proxy.local net.com 3128
Under vol unres specify the proxy cert path, or remove if not required:

- name: proxy-cert-path

host Pat h:
path: /root/cert/proxy-certificate.crt
type: File

Activation ID and Customer ID are required. Use the Activation ID and Customer ID from
your subscription.

If you are using a proxy, ensure that all Kubernetes nodes have a valid certificate file for
the sensor to communicate with the Container Management Server.

If you are not using a proxy and you have removed the above mentioned parts, you can
remove the following part from vol uneMount s as well:
- mount Pat h: /etc/qual ys/gpal/cert/customca.crt

name: proxy-cert-path

Once you have modified cssensor-ds.yml, save the file, and then perform docker login to
the registry on Kubernetes master before running the update script (k8s-rolling-
update.sh).

For example,

docker | ogin mycl oudregi stry.com

The registry should be accessible from all Kubernetes nodes and the Kubernetes master
from where the update is being performed.
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To update the Container Sensor DaemonSet to the latest version, run the following
command on Kubernetes master:

./ k8s-rolling-update.sh Registry_ Ul =nycl oudregi stry.com

Note: k8s-rolling-update.sh will do docker load, docker tag and docker push to the registry.
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Deploying sensor in Docker Swarm

Integrate the Container Sensor into the DaemonSet like other application containers and
set the replication factor to 1 to ensure there is always a sensor deployed on the Docker
Host.

Perform the following steps for creating a DaemonSet for the Qualys sensor to be deployed
in Docker Swarm.

Download the QualysContainerSensor.tar.xz file from Qualys Cloud Portal on a Linux
computer.

Untar the sensor package:

sudo tar -xvf Qual ysCont ai ner Sensor.tar.xz

Use the following commands to push the qualys sensor image to a repository common to
all nodes in the Docker Swarm cluster:

sudo docker |oad -i qual ys-sensor.tar

sudo docker tag <I MAGE NAVE/ I D> <URL to push inage to the repository>
For example,

sudo docker tag c3fa63a818df myregi stry. conf qual ys_sensor: xxx

sudo docker push <URL to push imge to the repository>
For example,

sudo docker push nyregi stry.conm qual ys_sensor: xxx
Note: Do not use the examples as it is. You need to replace the registry/image path with
your own.

Modify the cssensor-swarm-ds.yml file (extracted from QualysContainerSensor.tar.xz) to
provide values for the following parameters. In order for the yml file to work properly,
ensure that you do not remove/comment the respective sections mentioned below.

Ensure that all masters and worker nodes have the latest Qualys sensor image from the
URL provided.

qual ys- cont ai ner - sensor:
i mage: nyregi stry.com qual ys_sensor: Xxx
depl oy:
node: gl obal # Deploy 1 container on each node == DaenonSet
command: ["--sw m node"]

If you want to deploy the sensor for CI/CD environment provide the command value as:

command: ["--sw m node","--cicd-depl oyed- sensor"]
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If you want to deploy a Registry Sensor provide the command value as:

command: ["--sw mnode","--registry-sensor"]

If you want print logs on the console, provide "- - enabl e- consol e- | ogs" as an additional
value in command.

To restrict the cpu usage to a certain value, change the following: (Optional)
Under depl oy specify the following:

node: global # Deploy 1 container on each node == DaenpnSet
resour ces:
limts:
cpus: '0.20" # Default CPU usage |imt(20% of overall CPU
avai | abl €) on each node for sensor.
For example,

For limiting the cpu usage to 5%, set deploy:resources:limits:cpus: '0.05', this limits overall
cpu usage to 5% of a CPU on a node.

If there are multiple processors on a node, set the deploy:resources:limits:cpus value
accordingly.

For example,

You have 5 CPUs on system and want to set 5% of overall capacity of system, set the CPU
usage limit to 5 x 0.05 ='0.25".

To disable any CPU usage limit, set deploy:resources:limits:cpus value to 0.
Under envi ronnment specify the following:

envi ronnent:
ACTI VATI ONED: - XK XXX XXX XXX XOOXXXXXXK
CUSTOMERI D: XX XXX XXX XXX XIKKIKIKHKHKKKKKXK
qual ys_https_proxy: proxy.qualys.com 3128

Activation ID and Customer ID are required. Use the Activation ID and Customer ID from
your subscription. You can remove the proxy information if not required.

Under vol unmes ensure that you provide the following information:

vol umes:
- type: bind
source: /var/run/
target: /var/run/
- type: volune
source: persistent-vol une
target: /usr/local/qual ys/ gpal data/
- type: bind
source: /etc/qualys # Mist exist !
target: /usr/local/qual ys/ gpal/datal/conf/agent-data
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Keep source as "persistent-volume". This ensures that the source directory in volume
mapping is set to docker swarm root directory (i.e. /data/docker/volumes).

/etc/qualys directory must exist on all masters and worker nodes for successful volume
mapping.
vol unes:
persi stent -vol une:

Under conf i gs ensure that you provide the following information:

configs:
pr oxy-cert-pat h:
file: /root/cert/proxy-certificate.crt

If you are using a proxy, ensure that all masters and worker nodes have a valid certificate
file for the sensor to communicate with the Container Management Server.

If you are not using a proxy and you have removed qual ys_ht t ps_pr oxy from
envi ronment , you can remove the following parts as well:

confi gs:
- source: proxy-cert-path
target: /etc/qual ys/gpal/cert/customca.crt

configs:
pr oxy-cert-pat h:
file: /root/cert/proxy-certificate.crt

Once you have modified the cssensor-swarm-ds.yml file, run the following command on
docker swarm master/leader to create a stack:

docker stack deploy -c cssensor-swarmds.ym qual ys-contai ner-sensor

If you need to uninstall Qualys Container Sensor, run the following command on docker

swarm master/leader:

docker stack rm qual ys-cont ai ner-sensor
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Deploying sensor in AWS ECS Cluster

Perform the following steps to deploy Qualys Container Sensor as a daemon service in
Amazon ECS cluster.

Prerequisites: AWS ECS Cluster should be up and running.

Download the QualysContainerSensor.tar.xz file from Qualys Cloud Portal on a Linux
computer.

Untar the sensor package:

sudo tar -xvf Qual ysCont ai ner Sensor.tar.xz

Use the following commands to push the qualys sensor image to a repository common to
all nodes in the cluster:

sudo docker load -i qual ys-sensor.tar

sudo docker tag <I MAGE NAVE/ I D> <URL to push inage to the repository>
For example,

sudo docker tag c3fa63a818df 20576712438. dr. ecr. us-east -
1. amazonaws. coni cont ai ner - sensor: qual ys- sensor - Xxx

sudo docker push <URL to push imge to the repository>
For example,

sudo docker push 20576712438. dr. ecr. us-east- 1. amazonaws. coni cont ai ner -
sensor: qual ys-sensor - Xxx

Note: Do not use the examples as it is. You need to replace the registry/image path with
your own.

Modify the cssensor-aws-ecs.json file (extracted from QualysContainerSensor.tar.xz) to
provide values for the following parameters. In order for the json file to work properly,
ensure that you do not remove/comment the respective sections mentioned below.

"containerDefinitions": [

{
"name": "qual ys-contai ner-sensor",
"image": "20576712438.dr. ecr. us-east-1. amazonaws. conl cont ai ner -
sensor: qual ys- sensor - xxx",
"cpu": 10,
"menory": 512,
"essential": true,
"comand": |
"--ecs-node"

1.
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Specify appropriate values for cpu (no. of vcpu) and memory (size in MB).
If you want to deploy the sensor for CI/CD environment provide the command value as:

"command": |
"--ecs-node",
"--cicd-depl oyed- sensor"

1.

If you want to deploy a Registry Sensor provide the command value as:

"command": |
"--ecs-node",
"--registry-sensor”

1.

If you want print logs on the console, provide "- - enabl e- consol e- | ogs" as an additional
value iIn command.

Under envi ronnent specify the following:

"environment": [

{

"name": "ACTI VATIONI D",

"val ue": " XXOOKKK- XXXX- XXXK- XXXK= XXKXHKXKKXXKXK!
b
{

"nanme": "CUSTOMERI D',

"val ue": " XXOOKKK- XXX XRXXK- XHXXK= XXXXKHKKKXXKXK
H
{

"name": "qualys_https_proxy",

"val ue": "proxy.qualys.com 3128"
}

]
Activation ID and Customer ID are required. Use the Activation ID and Customer ID from
your subscription. Specify proxy information, or remove the section if not required. If you
remove the proxy section, ensure that json indentation is correct.

If you are not using a proxy and you have removed qual ys_ht t ps_pr oxy from
envi ronment , you can remove the following parts from nount Poi nt s and vol unes:

configs:
- source: proxy-cert-path
target: /etc/qual ys/gpal/cert/customca.crt

configs:

proxy-cert - pat h:
file: /root/cert/proxy-certificate.crt

71



Appendix
Deploying sensor in AWS ECS Cluster

If proxy section is removed from environment, then remove proxy-cert-path sections
under mountPoints and volumes as well:

"mount Poi nts": [

{
"sour ceVol une": "proxy-cert-path",
"contai nerPath": "/etc/qual ys/gpal/cert/customca.crt"
1
]
"vol umes": |
{
"nanme": "proxy-cert-path",
"host": {
"sourcePath": "/root/cert/proxy-certificate.crt”
}
}

]
Under vol unes, provide information for persistent_volume. If you specify a custom
location for persistent_volume, it would get created if not already available on the Docker
Host.

Once you are done with the changes, save the cssensor-aws-ecs.json file.
Import the json file into Amazon ECS Ul to complete the senor
deployment

On the Amazon ECS Ul, under Task Definitions, click Create New Task Definition.

Select the launch type compatibility as EC2 (Fargate is not supported). Provide the Task
Definition name, and then provide Task Role, Network Mode, and Task Execution Role if
applicable.

Scroll to the bottom of the page and select Configure via JSON option. Remove any
existing content and then copy-paste the entire contents of the cssensor-aws-ecs.json
file.

Click Create to create the Task Definition. Once created, it should get listed under Task
Definitions.

Now go to Clusters, and click the cluster name on which you want to deploy the sensor.
Under Services tab, click Create.

Select the launch type as EC2. Select the Task Definition you created above and its
revision, and then select a cluster. Provide the Service name, Service type as “DAEMON”,
and then configure Network, Load Balancing, and Auto Scaling if applicable.

Review the provided information, and then click Create to create the Service. Once
created, it should get listed under Services.

Verify that the service status is Active. In the tasks tab, verify that tasks are running on all
ECS containers.
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Stopping Qualys sensor on Amazon ECS Cluster

If you want to stop the Qualys container sensor from running on all containers, simply
delete the service from the Services tab. This will kill the qualys-container-sensor service,
but will not remove the sensor from the AWS ECS instances.
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Deploying sensor in Mesosphere DC/0OS

Perform the following steps to deploy Qualys Container Sensor as an application in DC/OS
Marathon.

Prerequisites: A running DC/OS cluster with the DC/OS CLI installed.

Download the QualysContainerSensor.tar.xz file from Qualys Cloud Portal on DC/OS
master.

Untar the sensor package:

sudo tar -xvf Qual ysCont ai ner Sensor.tar.xz

Use the following commands to push the qualys sensor image to a repository common to
all nodes in the cluster:

sudo docker load -i qual ys-sensor.tar
sudo docker tag <I MAGE NAVE/ I D> <URL to push inage to the repository>
For example,

sudo docker tag c3fa63a818df myregi stry. conf qual ys_sensor: xxx

sudo docker push <URL to push imge to the repository>
For example,

sudo docker push nyregi stry.conm qual ys_sensor: xxx
Note: Do not use the examples as it is. You need to replace the registry/image path with
your own.

Modify the cssensor-dcos.json file (extracted from QualysContainerSensor.tar.xz) to
provide values for the following parameters. In order for the json file to work properly,
ensure that you do not remove/comment the respective sections mentioned below.

"id": "/qual ys-container-sensor",
"args": ["--dcos-npde"],

"cpus": 1,

"ment': 128,

"disk": 0,

"instances": 1,
"accept edReSOUFCGRO| eS": [n*n] ,

Specify appropriate values for cpus (no. of vcpu), mem (size in MiB) and disk (size in MiB).
If you want to deploy the sensor for CI/CD environment provide the args value as:

"args": ["--dcos-npde","--cicd-depl oyed-sensor"],
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If you want to deploy a Registry Sensor provide the args value as:

"args": ["--dcos-npde","--registry-sensor"],
If you want print logs on the console, provide "- - enabl e- consol e- | ogs" as an additional
value in args.

Ensure that instances value is the number of nodes in the cluster. This ensures that the
container Sensor runs on each cluster node.

"container": {
"type": "DOCKER',

"docker": {
"forcePul | | mage": true,
"image": "myregistry.conf qual ys_sensor: xxx",

"paraneters": [],
"privileged": false

b

Under env specify the following:

"env": {
"ACTI VATI ONI D" ;" XXX XXXK= XXXXK= XXXK= XHXKXXHXIKXXXXK
"CUSTOMERI D" : " XXXXXXXX= XXXK- XHXXK- XXXK= XXXHKKXKHXKXAKXK
"qual ys_https_proxy": "proxy.qualys.com 3128"

b

Activation ID and Customer ID are required. Use the Activation ID and Customer ID from
your subscription. If you are using a proxy, ensure that all nodes have a valid certificate
file for the sensor to communicate with the Container Management Server.

Under vol unmes specify the following:

"volunmes": |

{
"cont ai nerPat h": "/usr/l ocal /qual ys/ gpa/ data",
"host Pat h": "/usr/|ocal / qual ys/ sensor/data",
"mode": "RW

}

{
"containerPath": "/var/run",
"host Path": "/var/run",
"node": "RW

b

{
"containerPath": "/usr/local/qual ys/gpal/datal/conf/agent-data",
"host Pat h": "/etc/qualys",
"node": "RW
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H

{
“cont ai nerPat h": "/etc/qualys/qpal/cert/customca.crt",
"host Pat h": "/root/cert/proxy-certificate.crt",
"nmode": "RO'

}

]
The directories specified for the hostPath are automatically created if not already
available on the nodes. Ensure to provide a valid proxy-certificate.crt file path if you want
to deploy the Sensor using a proxy.

If you are not using a proxy and you have removed qual ys_ht t ps_pr oxy from env, you
can remove the following from vol umes as well, while ensuring that json indentation is
correct:

{
"contai nerPat h": "/etc/qualys/qpal/cert/customca.crt",
"host Pat h": "/root/cert/proxy-certificate.crt",
"node": "RO'

}

Under por t Def i ni ti ons specify the following:

"portDefinitions": [

{
"port": 10000,

"protocol": "tcp"

}
]

Specify a valid port number. Replace port number 10000, if already in use.

Once you have modified the cssensor-dcos.json file, run the following command on
DC/OS master to add the qualys-container-sensor application to Marathon:

dcos marat hon app add cssensor-dcos. j son

Use this command to verify that the application is added successfully:

dcos marathon app |i st

If you need to uninstall Qualys Container Sensor from Marathon, run the following
command on DC/OS master:

dcos marat hon app renove --force /qual ys-contai ner-sensor
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Deploying sensor in OpenShift

Integrate the Container Sensor into the DaemonSet like other application containers to
ensure that there is always a Sensor deployed on the Docker Host.

On the OpenShift master, create a qualysuser serviceaccount, and then allow the
qualysuser serviceaccount access to the privileged SCC to avoid issues related to
hostNetwork, hostPath volumes, and “access to file denied”.

For example,

oc create serviceaccount -n kube-system qual ysuser

oc adm policy add-scc-to-user privileged -n kube-system -z qual ysuser
Where, qualysuser is the user account created in OpenShift for deploying the Qualys
Container Sensor.

Perform the following steps for creating a DaemonSet for the Qualys sensor to be deployed
in OpenShift.

Note: Ensure that the Container Sensor has read and write access to the persistent storage
and the docker daemon socket.

Download the QualysContainerSensor.tar.xz file from Qualys Cloud Portal on OpenShift
master.

Untar the sensor package:

sudo tar -xvf Qual ysCont ai ner Sensor.tar.xz

Use the following commands to push the Qualys sensor image to a repository common to
all nodes in the OpenShift cluster:

sudo docker load -i qual ys-sensor.tar

sudo docker tag <I MAGE NAVE/ I D> <URL to push inage to the repository>
For example,

sudo docker tag c3fa63a818df mycl oudregi stry. coni contai ner-
sensor: qual ys- sensor - xxx

sudo docker push <URL to push inmage to the repository>
For example,

sudo docker push nycl oudregi stry.com cont ai ner-sensor: qual ys- sensor - Xxxx
Note: Do not use the examples as it is. You need to replace the registry/image path with
your own.

Modify the cssensor-openshift-ds.yml file (extracted from QualysContainerSensor.tar.xz)
to provide values for the following parameters. In order for the yml file to work properly,
ensure that you do not remove/comment the respective sections mentioned below.
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servi ceAccount Nane:
qual ysuser
Ensure that the serviceAccountName is provided in the pod declaration.

cont ai ners:
- nane: qual ys-cont ai ner-sensor
i mge: nycloudregistry.conf cont ai ner-sensor: qual ys- sensor - Xxxx
securityCont ext:
privileged: true
args: ["--k8s-nmpde"]
If you want to deploy the sensor for CI/CD environment provide the args value as:

args: ["--k8s-npde","--cicd-depl oyed-sensor"”]

If you want to deploy a Registry Sensor provide the args value as:
args: ["--k8s-nopde","--registry-sensor"]
If you want print logs on the console, provide "- - enabl e- consol e- | ogs" as an additional
value in args.
To restrict the cpu usage to a certain value, change the following: (Optional)
Under r esour ces specify the following:
limts:
cpu: "0.2" # Default CPU usage |init(20% of overall CPU

avai | abl €) on each node for sensor.
For example,

For limiting the cpu usage to 5%, set resources:limits:cpu: "0.05", this limits overall cpu
usage to 5% of a CPU on a node.

If there are multiple processors on a node, set the resources:limits:cpu value accordingly.
For example,

You have 5 CPUs on system and you want to set 5% of overall capacity of system, set the
CPU usage limit to 5 x 0.05 = “0.25".

To disable any CPU usage limit, set resources:limits:cpu value to 0.
Under env specify the following:
Activation ID (Required)

- nane: ACTI VATI ONI D
val ue:  XXOOXXXX- XXXK- XXXX- XXXXK= XXXKXXXHXAKKXX
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Customer ID (Required)
- nanme: CUSTOVERI D
val ue:  XXOXXX- XXXX- XXXX- XXXX= XIXXKXIKXKXKX
Specify proxy information, or remove if not required:

- nane: qual ys_https_proxy
val ue: proxy.local net.com 3128
Under vol unres specify the proxy cert path, or remove if not required:

- nane: proxy-cert-path
host Pat h:
path: /root/cert/proxy-certificate.crt

Activation ID and Customer ID are required. Use the Activation ID and Customer ID from
your subscription.

If you are using a proxy, ensure that all OpenShift nodes have a valid certificate file for the
sensor to communicate with the Container Management Server.

If you are not using a proxy and you have removed the above mentioned parts, you can
remove the following part from vol umeMount s as well:

- nmount Pat h: /etc/qualys/gpal/cert/customca.crt

name: proxy-cert-path

Once you have modified the cssensor-openshift-ds.yml file, run the following command
on OpenShift master to create a DaemonSet:
oc create -f cssensor-openshift-ds.ym
If you need to uninstall Qualys Container Sensor, run the following command on
OpenShift master:

oc del ete ds qual ys-contai ner-sensor -n kube-system
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